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ABSTRACT
In this paper, initial value problems of first order delay differential equations (DDEs) are solved using two and three point one step block method. Neville’s interpolation will be implemented for the solutions of the delay argument. The general formulation of one-step block method for solving ordinary differential equations is adapted to solve DDEs. The P- and Q-stability are also discussed. Numerical results are given to illustrate the performance of those block methods for solving delay differential equations.

Keywords: Delay differential equations; variable step size; block method

1. Introduction
Many real life phenomena in physics, biology, medicine, engineering and economics can be modeled by initial value problem (IVP) for ordinary differential equations (ODEs) of the type

\[ y'(x) = f(x, y(x)), \quad y(a) = y_0, \quad a \leq x \leq b \] (1)

where the function \( y(x) \) is the state variable that represents some physical quantity that evolves over time. More realistic models should include some of the past states of the systems and the use of delay terms due to the recent rapid progress in the understanding of the important of differential equations with time delays.

There are so many processes in various area such as biology, medicine, chemistry, engineering, and economics that involve time delays. The equation that involve past state of the system is known as delay differential equation (DDE). In this paper, we are going to consider DDE of the form
\[ y'(x) = f(x, y, y(x - \tau)) \quad \text{for} \ x > x_0 \]
\[ y(x) = q(x) \quad \text{for} \ x \leq x_0 \quad (2) \]

which has one delay term only. \( q(x) \) is the initial function, \( \tau(x, y(x)) \) is called the delay, \( x - \tau(x, y(x)) \) is called the delay argument and the value of is the solution of the delay term.

Generally, a DDE refers to both a retarded type of DDE (RDE) and a neutral type of DDE (NDE). In this paper, we only concerned DDE of the retarded type (RDE). One step block method is used to solve delay differential equations (DDEs) of the form (1).

The studies for delay differential equations have attracted some of the best mathematical minds and have led to important developments in the theory of special analytic functions. Several researchers such as Al-Mutib (1977), Oberle and Pesh (1981), Thompson (1990), Suleiman and Ismail (2001), and Ishak et al. (2008) have proposed the numerical solutions of DDEs. Most of the numerical methods for solving DDEs are adapted from the numerical methods for solving ODEs. In 1995, Ibrahim et al. has presented spline function approximation for solutions of initial-value problems in delay differential equations while Oberle and Pesh (1981) and Ismail et al. (2002) used Hermite interpolation to approximate the delay arguments. Later on, Mohamed et al. (2006) employed the polynomial spline functions to approximate the solution of a system of first-order DDEs.

In 2008, Ishak et al. implemented predictor-corrector scheme based on the generalised multistep methods using variable order variable step size techniques. The formulae are represented in divided difference form. The two point predictor-corrector block method used for solving delay differential equations produces the solutions at two points simultaneously. It is proved that the block method is more efficient when compared to the non-block method. Zhang and Chen (2010) suggested a block boundary value method (BBVMs) for the initial value problems of DDEs. The results showed that the derived BBVMs are effective and reliable to treat the DDEs.

2. Numerical Treatment of DDEs

Most numerical method for solving ordinary differential equations (ODEs) as in (1) can be adapted to solve DDE. In this paper, we implement two and three point one-step method proposed by Majid (2003; 2006) to solve DDEs. Those formulae in Majid et al. (2003; 2006) are as follows

Two Point One-Step Block Method:

\[ y_{n+1} = y_n + \frac{h}{12} (5f_n + 8f_{n+1} - f_{n+2}) \]
\[ y_{n+2} = y_{n+1} + \frac{h}{12} (-f_n + 8f_{n+1} + 5f_{n+2}) \quad (3) \]
Three Point One-Step Block Method:

\[ y_{n+1} = y_n + \frac{h}{24} \left( 9f_n + 19f_{n+1} - 5f_{n+2} + f_{n+3} \right) \]

\[ y_{n+2} = y_{n+1} + \frac{h}{24} \left( -f_n + 13f_{n+1} + 13f_{n+2} - f_{n+3} \right) \]  \hspace{1cm} (4)

\[ y_{n+3} = y_{n+2} + \frac{h}{24} \left( f_n - 5f_{n+1} + 19f_{n+2} + 9f_{n+3} \right) \]

Generally, the method (3) and (4) can be written as

\[ y_{n+1} = y_n + h \sum_{j=0}^{3} \beta_j f(x_{n+j}, y_{n+j}) \]  \hspace{1cm} (5)

\[ y_{n+2} = y_{n+1} + h \sum_{j=0}^{2} \alpha_j f(x_{n+j}, y_{n+j}) \]

and

\[ y'_{n+1} = y_{n+1} + h \sum_{j=0}^{3} \beta_j f(x_{n+j}, y_{n+j}) \]

\[ y'_{n+2} = y_{n+2} + h \sum_{j=0}^{3} \eta_j f(x_{n+j}, y_{n+j}) \]  \hspace{1cm} (6)

\[ y'_{n+3} = y_{n+3} + h \sum_{j=0}^{3} \alpha_j f(x_{n+j}, y_{n+j}) \]

where \( x_0 < x_1 < x_2 < \ldots \) are the given grid points and \( h_n = x_{n+1} - x_n \), \( (n = 0,1,2,\ldots) \) denotes the corresponding step sizes. Delay differential equations of the form

\[ y' = \lambda y + \mu y(x - \tau), \quad x > x_0 \]

\[ y(x) = \phi(x), \quad x \leq x_0 \]  \hspace{1cm} (7)

are solved at the point \( x_{n+1} \) and \( x_{n+2} \) for two point one-step block method and \( x_{n+1}, x_{n+2} \) and \( x_{n+3} \) for three point one-step block method. The following equations are obtained,

Two point one-step block method:

\[ y_{n+1} = y_n + h_n \sum_{j=0}^{2} \beta_j f(x_{n+j}, y_{n+j}, z_{n+j}) \]  \hspace{1cm} (8)

\[ y_{n+2} = y_{n+1} + h_n \sum_{j=0}^{2} \alpha_j f(x_{n+j}, y_{n+j}, z_{n+j}) \]
Three point one-step block method:

\[ y_{n+1} = y_n + h_n \sum_{j=0}^{3} \eta_j f(x_{n+j}, y_{n+j}, z_{n+j}) \]

\[ y_{n+2} = y_{n+1} + h_n \sum_{j=0}^{3} \omega_j f(x_{n+j}, y_{n+j}, z_{n+j}) \]

\[ y_{n+3} = y_{n+2} + h_n \sum_{j=0}^{3} \omega_j f(x_{n+j}, y_{n+j}, z_{n+j}) \]  

where \( y_{n+1}, y_{n+2} \) and \( y_{n+3} \) is the approximation to \( y(x_{n+1}), y(x_{n+2}) \) and \( y(x_{n+3}) \) respectively and \( z_{n+j} \) is the approximation to \( y(x_n - \tau) \), the delay term which is obtained by Neville’s interpolation at the point \( x = x_n - \tau \) using previous values of \( y \) and \( z_{n+j} = \phi(x) \) whenever \( x_n - \tau \leq 0 \).

The interpolation will be done by using the values of \( y_n, x_n \) and \( \tau \) and we will get \( z_{n+j} = y(x_n - \tau) \). The order of interpolation used for the method in (7) and (8) should be at least the same order with those methods in order to preserve the desired accuracy. The large errors may occur if a higher order method is used to integrate the problem while the linear interpolation is used to approximate the delayed variables. In our case, the order of Neville’s interpolation used to approximate the delay terms is higher than the method used.

3. Implementation of the Method

We estimate the local error \( E_k = u_n(x_{n+d}) - y_{n+d} \) at each step of the integration where \( u_n \) is the solution of \( u_n(x) = f(x, u_n), u_n(x_n) = y_n \) and \( d = 2, 3 \). It is important that we control the error for the whole process of the code because the delay terms might require evaluating the numerical solution at any point prior to the current \( x \). A general procedure for estimating the local errors is to compare the results of formulae of different orders.

Let \( E_{d,k} = y_{n+d}(k+1) - y_{n+d}(k) \) denotes the estimated error in \( y_{n+d}(k) \) at \( x_{n+d} \) using the mode \( P_k EC_{k+1} E \). Let \( P_k \) and \( C_{k+1} \) denote the explicit and implicit methods of order \( k \) and \( k + 1 \) respectively. The local error is potentially more accurate when using the corrector formulae. The iterations are said to have converged when the iteration \( y_{n+d}^{(i)} \) satisfies as follows

\[ \left| y_{n+d}^{(i)} - y_{n+d}^{(i-1)} \right| < 0.1 \times TOL \]  

where \( i \) is the number of iterations. If the accuracy requirement is satisfied, the corrected difference for the estimate error is form to complete the step. Supposed that the integration step is accepted then the next step size has to be selected. In the program, we only allow constant or doubling the step size. If the integration step failed, it will reduce the step size by half. As a
result, it will repeat the integration step again until the end of the interval. The estimates for the maximum step sizes are as follows

\[ h_{\text{next}} = C \times \left( \frac{TOL}{2 \times LTE} \right)^{\frac{1}{k+1}} \times h_{\text{old}} \]

if \((h_{\text{next}} \geq 2 \times h_{\text{old}})\) then \(h_{\text{next}} = 2 \times h_{\text{old}}\)
else \(h_{\text{next}} = h_{\text{old}}\)

where \(C = 0.8\) is a safety factor and \(k + 1\) is the order of the method. The purpose of having the safety factor is to avoid having too many rejected step. The algorithm when the step failure occurs is

\[ h_{\text{next}} = \frac{1}{2} \times h_{\text{old}} \]

The test in Eq. (11) and Eq. (12) will allow the step to vary only by constant, half or doubling.

4. Stability Analysis

This section deals with the stability analysis of one step block method for the numerical solutions of delay differential equations (DDEs). We focused on finding the P- and Q-stability of the method applied to the following test equations,

\[ y'(x) = \lambda y(x) + \mu y(x - \tau), \quad x > x_0 \]
\[ y(x) = \phi(x), \quad x \leq x_0 \]

and

\[ y'(x) = \mu y(x - \tau), \quad x > x_0 \]
\[ y(x) = \phi(x), \quad x \leq x_0 \]

where \(\lambda\) and \(\mu\) are complex numbers. Consider a fixed step size \(h\) such that \(x_n = x_0 + nh\) and \(mh = \tau\), \(m \in \mathbb{N}^+\) and letting \(H_1 = h\lambda\) and \(H_2 = h\mu\).
Definition 1. For a fixed step size $h$ and $\lambda, \mu \in \mathbb{R}$ in (13), the region $R_P$ in the complex $H_1 - H_2$ plane is called the P-stability region if for any $(H_1, H_2) \in R_P$, the numerical solution of (13) vanishes as $x_n \to \infty$.

Definition 2. For a fixed step size $h$ and $\mu \in \mathbb{C}$ in (14), the region $R_Q$ in the complex $H_2$-plane is called the Q-stability region if for any $H_2 \in R_Q$, the numerical solution of (14) vanishes as $x_n \to \infty$.

By letting $n = 2N$ in the two point block method and $n = 3N$ in the three point block method, we have

$$A_2 y_{N+2} = A_1 y_{N+1} + h \sum_{i=1}^{2} B_i f_{N+i} \quad (15)$$

Two point block method:

$$A_2 = \begin{bmatrix} 1 & 0 \\ -1 & 1 \end{bmatrix}, A_1 = \begin{bmatrix} 0 & 1 \\ 0 & 0 \end{bmatrix}, B_2 = \begin{bmatrix} 8 & -1 \\ 12 & 8 \end{bmatrix}, B_1 = \begin{bmatrix} 0 & 5 \\ 0 & -1 \end{bmatrix}$$

$$Y_{N+2} = \begin{bmatrix} y_{n+1} \\ y_{n+2} \end{bmatrix}, Y_{N+1} = \begin{bmatrix} y_{n-1} \\ y_n \end{bmatrix}, F_{N+2} = \begin{bmatrix} f_{n+1} \\ f_{n+2} \end{bmatrix}, F_{N+1} = \begin{bmatrix} f_{n-1} \\ f_n \end{bmatrix}$$

Three point block method:

$$A_2 = \begin{bmatrix} 1 & 0 & 0 \\ -1 & 1 & 0 \\ 0 & -1 & 1 \end{bmatrix}, A_1 = \begin{bmatrix} 0 & 0 & 1 \\ 0 & 0 & 0 \\ 0 & 0 & 0 \end{bmatrix}, B_2 = \begin{bmatrix} 19 & -5 & 1 \\ 24 & 13 & 13 & -1 \\ 5 & 19 & 9 \end{bmatrix}, B_1 = \begin{bmatrix} 0 & 0 & 9 \\ 0 & 0 & -1 \\ 0 & 0 & 1 \end{bmatrix},$$

$$Y_{N+2} = \begin{bmatrix} y_{n+1} \\ y_{n+2} \\ y_{n+3} \end{bmatrix}, Y_{N+1} = \begin{bmatrix} y_{n-2} \\ y_{n-1} \\ y_n \end{bmatrix}, F_{N+2} = \begin{bmatrix} f_{n+1} \\ f_{n+2} \\ f_{n+3} \end{bmatrix}, F_{N+1} = \begin{bmatrix} f_{n-2} \\ f_{n-1} \\ f_n \end{bmatrix}$$

The elements of $B_i$ are the coefficients of the method itself. The P and Q stability polynomial are obtained by applying (15) to (13) and (14) respectively, where $h = \frac{\tau}{m}$, $m \in I^+$. Thus, the P-stability polynomial for the two and three point block method, $\psi(\xi)$ is given by
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\[
\psi(\xi) = \det \left[ (A_2 - H_1B_2)\xi^{2+m} - (A_1 + H_1B_1)\xi^{1+m} - H_2 \sum_{i=1}^{2} B_i\xi^i \right] \quad (16)
\]

and the Q-stability polynomial \( \pi(\xi) \) is given by the determinant of

\[
(A_2\xi^{2+m} - A_1\xi^{1+m} - H_2 \sum_{i=1}^{2} B_i\xi^i)
\]  

(17)

The P- and Q-stability regions for \( m = 1 \) for two and three point block method are shown in Figures 1 - 4 respectively.

Figure 1: P-stability region for two point block method

Figure 2: P-stability region for three point block method
The P-stability regions of those methods lie inside the open ended region given in Figures 1 and 2. From the figures, it is observed that the regions are about the same when the method is implemented in two and three point one-step block method. The Q-stability regions of those methods lie inside the bounded region given in Figures 3 and 4. The region of Q-stability of the two point one-step block method is larger compared to the three point one-step block method.

5. Numerical Results

In order to study the efficiency of the developed codes, we present some numerical results for the following problems:
Problem 1
\[ y'(x) = \cos(x) + y(y(x) - 2) \quad 0 < x \leq 10 \]
\[ y(x) = 1 \quad x \leq 0 \]
\[ \tau = x - y(x) + 2 \]

Solution:
\[ y(x) = \sin(x) + 1 \]

Problem 2
\[ y'(x) = -y(x - \frac{\pi}{2}) \quad 0 < x \leq 10 \]
\[ y(x) = \sin(x) \quad x \leq 0 \]
\[ \tau = \frac{\pi}{2} \]

Solution:
\[ y(x) = \sin(x) \]

Problem 3
\[ y'_1(x) = -y_1(x - \frac{\pi}{2}) \quad \frac{\pi}{2} < x \leq 10 \]
\[ y'_2(x) = -y_2(x - \frac{\pi}{2}) \quad \frac{\pi}{2} < x \leq 10 \]
\[ y_1(x) = \sin(x) \quad x \leq \frac{\pi}{2} \]
\[ y_2(x) = \cos(x) \quad x \leq \frac{\pi}{2} \]
\[ \tau = \frac{\pi}{2} \]

Solution
\[ y_1(x) = \sin(x); \quad y_2(x) = \cos(x); \quad x \geq \frac{\pi}{2} \]

The numerical results obtained when the problems are solved using two and three point block methods with Neville's interpolation to approximate the delay term are given in the Table 1-3.

<table>
<thead>
<tr>
<th>TOL</th>
<th>The chosen tolerance</th>
</tr>
</thead>
<tbody>
<tr>
<td>STEP</td>
<td>The number of total steps</td>
</tr>
<tr>
<td>TOL</td>
<td>MTD</td>
</tr>
<tr>
<td>------</td>
<td>------</td>
</tr>
<tr>
<td>10^{-2}</td>
<td>2PS</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
</tr>
<tr>
<td>10^{-4}</td>
<td>3PS</td>
</tr>
<tr>
<td>10^{-6}</td>
<td>2PS</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
</tr>
<tr>
<td>10^{-8}</td>
<td>2PS</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
</tr>
<tr>
<td>10^{-10}</td>
<td>3PS</td>
</tr>
</tbody>
</table>

Table 2: Comparison between the 2PS and 3PS methods for solving Problem 2

<table>
<thead>
<tr>
<th>TOL</th>
<th>MTD</th>
<th>STEP</th>
<th>FSTEP</th>
<th>FN</th>
<th>MAXE</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^{-2}</td>
<td>2PS</td>
<td>28</td>
<td>1</td>
<td>150</td>
<td>1.8636e-3</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
<td>19</td>
<td>0</td>
<td>150</td>
<td>2.2937e-3</td>
</tr>
<tr>
<td>10^{-4}</td>
<td>2PS</td>
<td>89</td>
<td>3</td>
<td>492</td>
<td>2.6633e-5</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
<td>43</td>
<td>0</td>
<td>336</td>
<td>1.0402e-4</td>
</tr>
<tr>
<td>10^{-6}</td>
<td>2PS</td>
<td>330</td>
<td>3</td>
<td>1912</td>
<td>3.5411e-7</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
<td>95</td>
<td>0</td>
<td>768</td>
<td>8.2669e-7</td>
</tr>
<tr>
<td>10^{-8}</td>
<td>2PS</td>
<td>1406</td>
<td>9</td>
<td>8346</td>
<td>4.0224e-9</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
<td>260</td>
<td>2</td>
<td>2217</td>
<td>1.0484e-8</td>
</tr>
<tr>
<td>10^{-10}</td>
<td>2PS</td>
<td>6337</td>
<td>9</td>
<td>37908</td>
<td>9.0128e-10</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
<td>509</td>
<td>0</td>
<td>4422</td>
<td>7.4175e-10</td>
</tr>
</tbody>
</table>

Table 3: Comparison between the 2PS and 3PS methods for solving Problem 3

<table>
<thead>
<tr>
<th>TOL</th>
<th>MTD</th>
<th>STEP</th>
<th>FSTEP</th>
<th>FN</th>
<th>MAXE</th>
</tr>
</thead>
<tbody>
<tr>
<td>10^{-2}</td>
<td>2PS</td>
<td>24</td>
<td>0</td>
<td>132</td>
<td>2.2481e-3</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
<td>18</td>
<td>0</td>
<td>168</td>
<td>2.0140e-3</td>
</tr>
<tr>
<td>10^{-4}</td>
<td>2PS</td>
<td>85</td>
<td>0</td>
<td>478</td>
<td>1.8285e-5</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
<td>48</td>
<td>0</td>
<td>450</td>
<td>8.9451e-6</td>
</tr>
<tr>
<td>10^{-6}</td>
<td>2PS</td>
<td>338</td>
<td>0</td>
<td>1974</td>
<td>1.8665e-7</td>
</tr>
<tr>
<td></td>
<td>3PS</td>
<td>89</td>
<td>0</td>
<td>852</td>
<td>6.4954e-7</td>
</tr>
</tbody>
</table>

To be continued...
Two and three point one-step block methods for solving delay differential equations

**Figure 5:** Comparison between the 2PS and 3PS methods for solving Problem 1

**Figure 6:** Comparison between the 2PS and 3PS methods for solving Problem 2
7. Conclusions

The numerical results in Table 1-3 clearly indicate that 3PS performs better in terms of total number of steps and less number of step failure compared to 2PS. The total function calls for 3PS is less than 2PS when solving all problems except for Problem 3 at tolerance $10^{-2}$. The computational cost at smaller tolerance obviously decreases when the codes are implemented in 3PS. Both of the methods achieved the desired accuracy in all tested problems. In Figures 5-7, the number of total steps is always less when the method is implemented in 3PS at all tolerances. However, the maximum error of 2PS seems to be smaller than 3PS at finer tolerances. The reason is because of the accumulation error occur since 3PS approximates three points simultaneously at each iteration. In general, it is shown that 3 point one-step block method is better than 2 point one-step block method when solving the tested problems.
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