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ABSTRACT

Data envelopment analysis (DEA) is a mathematical programming for evaluating the relative efficiency of decision making units (DMUs). The first DEA model (CCR model) assumed for exact data, later some authors introduced the applications of DEA which the data was imprecise. In imprecise data envelopment analysis (IDEA) the data can be ordinal, interval and fuzzy. Data envelopment analysis also can be used for the future programming of organizations and the response of the different policies, which is related to the target setting and resource allocation. The existing target model that conveys performance based targets in line with the policy making scenarios was defined for exact data. In this paper we improved the model for imprecise data such as fuzzy, ordinal and interval data. To deal with imprecise data we first established an interval DEA model. We used one of the methods to convert fuzzy and ordinal data into the interval data. A numerical experiment is used to illustrate the application to our interval model.
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INTRODUCTION

Data envelopment analysis (DEA) is a mathematical programming for evaluating the relative efficiency of decision making units (DMUs). The first DEA model (CCR model), introduced by Charnes et al. (1978), assumed for exact data, then Cooper et al. (1999) introduced the applications of DEA in which the data was imprecise. In imprecise data envelopment analysis (IDEA) the data can be ordinal, interval and fuzzy. In dealing with this data the obtained models are usually non-linear. Cooper et al. (2001) proposed some methods to convert the non-linear model to a linear one. Zhu (2003, 2004) on the other hand shows that the non-linear IDEA can be solved in the standard linear CCR model via identifying a set of exact data from the imprecise input and output data. Despotis and Smirlis (2002) converted a non-linear DEA model to a LP equivalent by transforming only on the variables. The resulting efficiency scores were intervals. According to their approach, Wang et al. (2005) developed a new pair of interval DEA models that can both overcome some of the shortcomings of the previous interval efficiency models in a simple, rational and effective way. Their new pair of interval DEA models were developed for interval input and output data rather than for crisp input and output data. The final efficiency score for each DMU will be characterized by an interval bounded by the best lower bound efficiency and the best upper bound efficiency of each DMU, which they refer to as interval efficiency or efficiency interval.

The DEA can also be used for the future programming of organizations and the response of the different policies which is related to target setting and resource allocation. The development of the scenario based target setting
process will be pursued by demonstrating some of the features of data envelopment analysis in a target setting mode. Previous research by Golany (1988), Thanassouls and Dyson (1992) and Athanassopoulo (1995, 1996, 1998) have introduced models for assessing targets an allocating resources based on data envelopment analysis, the proposed model conveying performance based targets in line with the policy making scenarios, but their model defined for exact data.

In this paper, we improved Thanassouls and Dyson (1992) and Athanassopoulo (1995, 1996), for imprecise data such as fuzzy, interval and ordinal data by using Wang et al. (2005) method. Our model is also based on interval efficiency which relates to both the lower and upper bound efficiencies. Although in existing interval DEA models we are able to compute the best lower bound efficiency and the best upper bound efficiency for DMUs, but if the manager or decision maker (DM) cannot improve the lower bounds of outputs to upper bounds and also the upper bounds of inputs to lower bounds, in this situation our approach will be more considerable.

DATA ENVLOPMENT ANALYSIS AND TARGET SETTING

The DEA model (CCR model), introduced by Charnes et al. (1978), is a fractional non-linear programming model. The objective function in the model is to maximize the single ratio of the weighted outputs over weighted inputs for a particular DMU, referred to as an observed DMU and denoted by DMUo.

Data Envelopment Analysis can also be used for the future programming of organizations and the response of the different policies which is related to target setting and resource allocation. The development of the scenario based target setting process will be pursued by indicating some of the features of data envelopment analysis in a target setting mode.

DATA ENVLOPMENT SCENARIO ANALYSIS (DESA)

Let us consider a set of \( j = 1, \ldots, n \) DMUs and each unit uses input quantities \( X \in R^m \) to deliver output quantities \( Y \in R^l \). We can also consider the index sets of inputs, \( I = 1, \ldots, m \) and outputs, \( O = 1, \ldots, s \) and their subsets \( I = I_f \cup I_f' \) and \( O = O_f \cup O_f' \), where \( I_f \) and \( O_f \) are used to indicate inputs and outputs where bounds of target achievements will be imposed in the construction of the following target model:

Model (1): Data envelopment scenario analysis model

\[
\begin{align*}
\text{Max} & \sum_{i \in I} \sum_{k \in O_f} P_i^k z_{ik} - \sum_{i \in I_f} P_i^k a_i, \\
\text{s.t} & \sum_{k \in O_f} \lambda_k y_{ik} = \theta x_{io}, & i \in I, \\
& \sum_{k \in O_f} \lambda_k y_{ik} = z_{ik} y_{io}, & k \in O_f, \\
& \theta x_{io} \leq K_i, & i \in I_f.
\end{align*}
\]

where \( x_{io} \) is the quantity of input \( i \) of unit \( j; y_{ik} \) the quantity of output \( k \) of unit \( j; P_i^k \), \( P_i^k \) the user specified constants reflecting the decision makers’ preferences over the improvement of input/output components; \( \theta, z \) the contraction rate of input \( i \) and expansion of output \( k; K_i \) the bounds for estimated targets of input \( i \) and output \( k; A_i, B_i \) the lower and upper bounds considered for \( \theta, z \); and \( \lambda_i \) the lower and upper bounds of \( Z_i \).

Some characteristics of the DESA model are, (i) the dichotomy between inputs and outputs in DESA can be relaxed, (ii) upper and lower bounds \( (K_i, K_j) \) are imposed on the assessed targets of individual inputs/outputs, (iii) decision makers (DMs) are actively involved in the target setting process (Athanassopoulo et al. 1999).

TARGET MODEL WITH IMPRECISE DATA

We improved model (1) such that it can be defined for imprecise data such as, fuzzy, ordinal and interval data.

All of the supposal are like model (1) but we imposed \( (\lambda_1, \lambda_2, \ldots, \lambda_j) \) such that \( \sum_1^n \lambda_i = 1 \) mentioned as a vector for convex combination between inputs or outputs for \( n \) DMUs that is related to Variable Return to Scale (VRS). All the input and output data \( x_{ij}, y_{ij} (i = 1, \ldots, m; j = 1, \ldots, s; k = 1, \ldots, n) \) cannot be exactly obtained due to the existence of uncertainty. They are only known to lie within the upper and lower bounds represented by the intervals \([x_{ij}^l, x_{ij}^u]\) and \([y_{ij}^l, y_{ij}^u]\) where \( x_{ij}^l \geq 0, y_{ij}^u \geq 0 \). So in our constraints we have:

\[
\begin{align*}
\sum_{j=1}^n \lambda_i [x_{ij}^l, x_{ij}^u] &= \theta [x_{io}^l, x_{io}^u], & i \in I, \\
\sum_{j=1}^n \lambda_i [y_{ij}^l, y_{ij}^u] &= Z_i [y_{io}^l, y_{io}^u], & k \in O, \\
\theta [x_{io}^l, x_{io}^u] &= G_i, & i \in I_f, \\
Z_i [y_{io}^l, y_{io}^u] &= G_i, & k \in O_f.
\end{align*}
\]

According to the above constraints we can establish model (2) and model (3) for transferring the interval data to the exact one. In model (2), \( \theta^l, Z_i^l \) indicates the efficiency score when we choose the lower bound of the interval data, and also \( \theta^u, Z_i^u \) in model (3) indicates the efficiency score for the upper bound of the interval data. As it is clear in models the lower bounds of data are compared with each other and also for upper bounds of data. This approach helps managers or decision maker (DM) to improve the lower bounds of outputs to lower bounds and also the upper bounds of inputs to upper bounds; in this situation they are able to have more realistic targets.
numbers. The product quality is a qualitative index and is given as strong ordinal preference information that is obtained from the evaluation of customers to their products. Since the GOV index for DMU2, DMU4 and DMU6 is given in the form of triangular fuzzy number, i.e. $GOV_j = (GOV_j^L, GOV_j^M, GOV_j^U)$ ($j = 2, 4, 6$), their membership functions can be expressed as

$$
\mu_{GOV}(x_j) = \begin{cases} 
\frac{x - GOV_j^L}{GOV_j^M - GOV_j^L}, & GOV_j^L \leq x_j \leq GOV_j^M \\
\frac{GOV_j^M - x_j}{GOV_j^M - GOV_j^L}, & x_j \leq GOV_j^L \\
\frac{GOV_j^U - x_j}{GOV_j^U - GOV_j^M}, & x_j \geq GOV_j^M \\
0, & \text{else}
\end{cases}, \quad j = 2, 4, 6
$$

where $GOV_j^L$ and $GOV_j^U$ are the lower bound and upper bound values of $GOV_j$, respectively. For a given $\alpha$-level, the corresponding $\alpha$-level sets are given by,

$$(GOV)_\alpha = \{x_j \in S(\alpha) \mid \mu_{GOV}(x_j) \geq \alpha\}$$

$$=[(GOV_j^L, \alpha(GOV_j^M - GOV_j^L)), (GOV_j^U, \alpha(GOV_j^U - GOV_j^M))], j = 2, 4, 6.$$  

(5)

By the above formula we can transform fuzzy data into the interval data.

According to Wang et al. (2005) method for strong ordinal preference information $y_{k1} > y_{k2} \ldots > y_{kn}$ we have the following ordinal relationships after scale transformation:

$$\chi_k = \frac{y_{kj}}{y_{kn}}, \quad k = 1 \ldots s.$$

By solving model (2) and (3), we will reach the target input and output using the formulas below:

$$\tilde{x}_j^L = \sum_{j=1}^{s} \lambda_j x_{j,L}^L, \quad \tilde{x}_j^U = \sum_{j=1}^{s} \lambda_j x_{j,L}^U$$

(4)

$$\tilde{y}_j^L = \sum_{j=1}^{s} \lambda_j y_{j,L}^L, \quad \tilde{y}_j^U = \sum_{j=1}^{s} \lambda_j y_{j,L}^U$$

where $x_{j,L}^L$ and $x_{j,L}^U$ indicates the bounds for estimated targets of input $x_{j,L}$ and output $y_{j,L}$.

By solving model (2) and (3), we will reach the target input and output using the formulas below:

$$\tilde{x}_j^L = \sum_{j=1}^{s} \lambda_j x_{j,L}^L, \quad \tilde{x}_j^U = \sum_{j=1}^{s} \lambda_j x_{j,L}^U$$

$$\tilde{y}_j^L = \sum_{j=1}^{s} \lambda_j y_{j,L}^L, \quad \tilde{y}_j^U = \sum_{j=1}^{s} \lambda_j y_{j,L}^U$$

where $x_{j,L}$ and $x_{j,U}$ indicates the bounds for estimated targets of input $x_{j}$ and output $y_{j}$.

By solving model (2) and (3), we will reach the target input and output using the formulas below:

$$\hat{x}_j = \sum_{j=1}^{s} \lambda_j x_{j,L}^L, \quad \hat{x}_j = \sum_{j=1}^{s} \lambda_j x_{j,L}^U$$

$$\hat{y}_j = \sum_{j=1}^{s} \lambda_j y_{j,L}^L, \quad \hat{y}_j = \sum_{j=1}^{s} \lambda_j y_{j,L}^U$$

We have to mention that our targets are introduced with exact data. In the case of interval target we can define $[x_{j,L}, x_{j,U}]$ and $[y_{j,L}, y_{j,U}]$ as our interval targets.

**NUMERICAL ILLUSTRATION**

Table 1 presents the data set used by Wang et al. (2005). There are eight manufacturing enterprise (DMUs). Each manufacturing enterprise manufactures the same type of product, but the qualities are different. Therefore, both the gross output value (GOV) and the product quality (PQ) are considered as outputs. The inputs include purchase cost (PC) and the number of employees (NOE), whose data are known exactly. The data about the gross output values, however, are imprecise due to the unavailability at the moment and are thus estimated. Some of them are given as interval numbers and some as triangular fuzzy numbers. The product quality is a qualitative index and is given as strong ordinal preference information that is obtained from the evaluation of customers to their products. Since the GOV index for DMU2, DMU4 and DMU6 is given in the form of triangular fuzzy number, i.e. $GOV_j = (GOV_j^L, GOV_j^M, GOV_j^U)$ ($j = 2, 4, 6$), their membership functions can be expressed as

$$
\mu_{GOV}(x_j) = \begin{cases} 
\frac{x - GOV_j^L}{GOV_j^M - GOV_j^L}, & GOV_j^L \leq x_j \leq GOV_j^M \\
\frac{GOV_j^M - x_j}{GOV_j^M - GOV_j^L}, & x_j \leq GOV_j^L \\
\frac{GOV_j^U - x_j}{GOV_j^U - GOV_j^M}, & x_j \geq GOV_j^M \\
0, & \text{else}
\end{cases}, \quad j = 2, 4, 6
$$

(5)

where $GOV_j^L$ and $GOV_j^U$ are the lower bound, most likely and upper bound values of $GOV_j$, respectively. For a given $\alpha$-level, the corresponding $\alpha$-level sets are given by,

$$(GOV)_\alpha = \{x_j \in S(\alpha) \mid \mu_{GOV}(x_j) \geq \alpha\}$$

$$=[(GOV_j^L, \alpha(GOV_j^M - GOV_j^L)), (GOV_j^U, \alpha(GOV_j^U - GOV_j^M))], j = 2, 4, 6.$$  

By the above formula we can transform fuzzy data into the interval data.

According to Wang et al. (2005) method for strong ordinal preference information $y_{k1} > y_{k2} \ldots > y_{kn}$ we have the following ordinal relationships after scale transformation:

$$\chi_k = \frac{y_{kj}}{y_{kn}}, \quad k = 1 \ldots s.$$

By solving model (2) and (3), we will reach the target input and output using the formulas below:

$$\tilde{x}_j^L = \sum_{j=1}^{s} \lambda_j x_{j,L}^L, \quad \tilde{x}_j^U = \sum_{j=1}^{s} \lambda_j x_{j,L}^U$$

$$\tilde{y}_j^L = \sum_{j=1}^{s} \lambda_j y_{j,L}^L, \quad \tilde{y}_j^U = \sum_{j=1}^{s} \lambda_j y_{j,L}^U$$

(4)

We have to mention that our targets are introduced with exact data. In the case of interval target we can define $[x_{j,L}, x_{j,U}]$ and $[y_{j,L}, y_{j,U}]$ as our interval targets.

Table 1 presents the data set used by Wang et al. (2005). There are eight manufacturing enterprise (DMUs). Each manufacturing enterprise manufactures the same type of product, but the qualities are different. Therefore, both the gross output value (GOV) and the product quality (PQ) are considered as outputs. The inputs include purchase cost (PC) and the number of employees (NOE), whose data are known exactly. The data about the gross output values, however, are imprecise due to the unavailability at the moment and are thus estimated. Some of them are given as interval numbers and some as triangular fuzzy numbers. The product quality is a qualitative index and is given as strong ordinal preference information that is obtained from the evaluation of customers to their products. Since the GOV index for DMU2, DMU4 and DMU6 is given in the form of triangular fuzzy number, i.e. $GOV_j = (GOV_j^L, GOV_j^M, GOV_j^U)$ ($j = 2, 4, 6$), their membership functions can be expressed as

$$
\mu_{GOV}(x_j) = \begin{cases} 
\frac{x - GOV_j^L}{GOV_j^M - GOV_j^L}, & GOV_j^L \leq x_j \leq GOV_j^M \\
\frac{GOV_j^M - x_j}{GOV_j^M - GOV_j^L}, & x_j \leq GOV_j^L \\
\frac{GOV_j^U - x_j}{GOV_j^U - GOV_j^M}, & x_j \geq GOV_j^M \\
0, & \text{else}
\end{cases}, \quad j = 2, 4, 6
$$

(5)

where $GOV_j^L$ and $GOV_j^U$ are the lower bound, most likely and upper bound values of $GOV_j$, respectively. For a given $\alpha$-level, the corresponding $\alpha$-level sets are given by,

$$(GOV)_\alpha = \{x_j \in S(\alpha) \mid \mu_{GOV}(x_j) \geq \alpha\}$$

$$=[(GOV_j^L, \alpha(GOV_j^M - GOV_j^L)), (GOV_j^U, \alpha(GOV_j^U - GOV_j^M))], j = 2, 4, 6.$$  

(5)

By the above formula we can transform fuzzy data into the interval data.

According to Wang et al. (2005) method for strong ordinal preference information $y_{k1} > y_{k2} \ldots > y_{kn}$ we have the following ordinal relationships after scale transformation:

$$\chi_k = \frac{y_{kj}}{y_{kn}}, \quad k = 1 \ldots s.$$

By solving model (2) and (3), we will reach the target input and output using the formulas below:

$$\tilde{x}_j^L = \sum_{j=1}^{s} \lambda_j x_{j,L}^L, \quad \tilde{x}_j^U = \sum_{j=1}^{s} \lambda_j x_{j,L}^U$$

$$\tilde{y}_j^L = \sum_{j=1}^{s} \lambda_j y_{j,L}^L, \quad \tilde{y}_j^U = \sum_{j=1}^{s} \lambda_j y_{j,L}^U$$

(4)

We have to mention that our targets are introduced with exact data. In the case of interval target we can define $[x_{j,L}, x_{j,U}]$ and $[y_{j,L}, y_{j,U}]$ as our interval targets.
### TABLE 1. Data for eight DMUs with two inputs and two outputs

<table>
<thead>
<tr>
<th>DMU</th>
<th>Input PC</th>
<th>Input NOE</th>
<th>Output GOv</th>
<th>Output PQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2166</td>
<td>1875</td>
<td>[14548, 14950]</td>
<td>2</td>
</tr>
<tr>
<td>2</td>
<td>1455</td>
<td>1342</td>
<td>[12468, 13045, 13584]</td>
<td>7</td>
</tr>
<tr>
<td>3</td>
<td>2562</td>
<td>2359</td>
<td>[17896, 18452]</td>
<td>1</td>
</tr>
<tr>
<td>4</td>
<td>2346</td>
<td>2018</td>
<td>[14968, 15673, 15900]</td>
<td>3</td>
</tr>
<tr>
<td>5</td>
<td>1517</td>
<td>1548</td>
<td>[13980, 14638]</td>
<td>8</td>
</tr>
<tr>
<td>6</td>
<td>2034</td>
<td>1760</td>
<td>[14026, 14324, 14582]</td>
<td>6</td>
</tr>
<tr>
<td>7</td>
<td>2256</td>
<td>1982</td>
<td>[16542, 17169]</td>
<td>5</td>
</tr>
<tr>
<td>8</td>
<td>2465</td>
<td>2254</td>
<td>[17600, 18256]</td>
<td>4</td>
</tr>
</tbody>
</table>

*a* Ordinal scale from 1 = best to 8 = worst with the preference intensity parameter $\chi = 1.12$ and the ratio parameter $\sigma = 0.1$. (Wang et al. 2005)

### TABLE 2. The input/output data for the eight DMUs after the transformation of ordinal preference information

<table>
<thead>
<tr>
<th>DMU</th>
<th>Input PC</th>
<th>Input NOE</th>
<th>Output GOv</th>
<th>Output PQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>2166</td>
<td>1875</td>
<td>[14548, 14950]</td>
<td>[0.1973823, 0.892857]</td>
</tr>
<tr>
<td>2</td>
<td>1455</td>
<td>1342</td>
<td>[12468, 13045, 13584]</td>
<td>[0.1120000, 0.506631]</td>
</tr>
<tr>
<td>3</td>
<td>2562</td>
<td>2359</td>
<td>[17896, 18452]</td>
<td>[0.2210681, 1.000000]</td>
</tr>
<tr>
<td>4</td>
<td>2346</td>
<td>2018</td>
<td>[14968, 15673, 15900]</td>
<td>[0.1762342, 0.797194]</td>
</tr>
<tr>
<td>5</td>
<td>1517</td>
<td>1548</td>
<td>[13980, 14638]</td>
<td>[0.1000000, 0.452349]</td>
</tr>
<tr>
<td>6</td>
<td>2034</td>
<td>1760</td>
<td>[14026, 14324, 14582]</td>
<td>[0.1254400, 0.567427]</td>
</tr>
<tr>
<td>7</td>
<td>2256</td>
<td>1982</td>
<td>[16542, 17169]</td>
<td>[0.1404928, 0.635518]</td>
</tr>
<tr>
<td>8</td>
<td>2465</td>
<td>2254</td>
<td>[17600, 18256]</td>
<td>[0.1573519, 0.711780]</td>
</tr>
</tbody>
</table>

*Source:* Wang et al. (2005)

### TABLE 3. The target input–output data for the eight DMUs

<table>
<thead>
<tr>
<th>DMU</th>
<th>Target Input PC</th>
<th>Target Input NOE</th>
<th>Target Output GOv</th>
<th>Target Output PQ</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1455</td>
<td>1342</td>
<td>13179.75</td>
<td>0.506631</td>
</tr>
<tr>
<td>2</td>
<td>2166</td>
<td>1875</td>
<td>14950</td>
<td>0.892857</td>
</tr>
<tr>
<td>3</td>
<td>1455</td>
<td>1342</td>
<td>13179.75</td>
<td>0.506631</td>
</tr>
<tr>
<td>4</td>
<td>2166</td>
<td>1875</td>
<td>14950</td>
<td>0.892857</td>
</tr>
<tr>
<td>5</td>
<td>2166</td>
<td>1875</td>
<td>14950</td>
<td>0.892857</td>
</tr>
<tr>
<td>6</td>
<td>2166</td>
<td>1875</td>
<td>14950</td>
<td>0.892857</td>
</tr>
<tr>
<td>7</td>
<td>2166</td>
<td>1875</td>
<td>14950</td>
<td>0.892857</td>
</tr>
<tr>
<td>8</td>
<td>2166</td>
<td>1875</td>
<td>14950</td>
<td>0.892857</td>
</tr>
</tbody>
</table>
Since the minimum inputs and the maximum outputs are important for decision makers (DMs) in Table 3 we just considered the lower bounds of the inputs and the upper bounds of the outputs as targets. In some cases the DMs may need interval targets, for example, ordinal data. Therefore we can consider lower and upper bounds of inputs and outputs in formulas (4) and define interval targets. One of our main difficulties for ordinal data is the conversion of their interval targets to ordinal one. In our future paper we will rectify this problem.

Through model (2) and (3) and formulas (4) we projected all the DMUs to DMU 1 and 2 which is efficient and considered as a reference point.

CONCLUSION

In this paper we have established a target model which is the improvement of the Thanassoulis and Dyson (1992) model for imprecise data such as, fuzzy, ordinal and interval data. Our model was an interval DEA model which was suitable for interval data. In our model we compare the lower bound of interval data with themselves and also the upper bounds of data with each other. This approach has more advantages than the previous interval DEA models since we are able to compute more realistic targets. To deal with ordinal and fuzzy data we used Wang et al. (2005) method that converts them into the interval data. We have chosen the lower target input and the upper target output as our ideal point. Eventually our targets were introduced as exact data. With our suggested formulas we also can define interval targets. As the existing DEA target models were not defined for imprecise data, our main approach was to define the target models for fuzzy, ordinal and interval data as the new subject in DEA target models.

ACKNOWLEDGMENT

The authors would like to appreciate the editor and anonymous referee for their useful comments that helped us in improving the quality of the paper.

REFERENCES


Najmeh Malekmohammadi*
Institute for Mathematical Research
Universiti Putra Malaysia
43400 Serdang, Selangor D.E.
Malaysia

Azmi B Jaafar
Faculty of Computer Science and Information Technology
Universiti Putra Malaysia
43400 Serdang, Selangor D.E.
Malaysia

Mansor Monsi
Institute for Mathematical Research
Universiti Putra Malaysia
43400 Serdang, Selangor D.E.
Malaysia

*Corresponding author; email: n.malekmohammadi@gmail.com

Received: 27 February 2009
Accepted: 2 October 2009