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ABSTRACT
Using the predictive control based on zero-moment point (ZMP), the biped robot can walk comparatively stably. However, the problems such as lack of self-adaptivity are also highlighted mainly on account of modeling errors and environmental perturbations; specifically, the tracking errors of ZMP are generated, leading to a reduced walking stability. To address this problem, in the present work, the expected ZMP was decomposed into the reference ZMP which is pre-planned offline, and the variable ZMP which can be varied in real time. By combining the predictive control system and the inverse system of variable ZMP, the walking pattern of the robot with favorable self-adaptivity can be achieved. Finally, the simulation results indicate that the self-adaptivity of the robot can be effectively improved using the proposed control system.
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INTRODUCTION
Walking control mainly focuses on the controlling of walking stability and self-adaptivity (Chang & Liu 2012; Fu et al. 2013; Kljuno & Williams 2010; Xue & Chen 2012). Currently, the predictive control based on zero-moment point (ZMP) is one of the most advanced methods in walking control of the biped robot (Kajita et al. 2003; Zeng & Yang 2014). According to the principle that the road conditions are necessary when walking, this ZMP-based predictive controller is designed using the target ZMP while the tracking of the target ZMP by the present ZMP can be achieved. Owing to the fact that the predictive control follows the idea of human brain’s controlling on walking, it has been successfully applied in the advanced robot ASIMO (New ASIMO 2011; Yu et al 2009). As discussed by Kajita et al. (2003), the researchers from Japan firstly introduced the predictive control method in walking control of biped robot, and as discussed elsewhere (Khusainov et al. 2016; Kunimatsu et al. 2008; Park & Youm 2007; Shimmyo et al. 2013). Some exploratory investigations have also been carried out by the authors in the present work, and the ranges of parameter values of the predictive controller were studied (Jing et al. 2010).

With the adoption of this ZMP-based predictive control method, although the comparatively stable walking of a biped robot is achieved, some problems still exist, in which lack of self-adaptivity is most prominent. The primary cause lies in the tracking errors of target ZMP during the walking of biped robot, mainly induced by modeling error and environmental perturbations (Czarnetzki et al. 2009; Huy et al. 2013; Jimmy 2010; Kajita et al. 2006; Sugihara & Yamamoto 2017). Therefore, the walking stability is significantly reduced. To address these problems, the major research contents in the present work include: Due to the fact that the pre-defined expected ZMP is lack of self-adaptivity and meanwhile the environmental complexity is not taken into account during the walking process of robot, the expected ZMP is decomposed into the reference ZMP which is planned offline and the variable ZMP which is varied in real time (Gao & Wang 2017; Hans et al. 2018; Liu et al. 2018; Mansour & Shattuck 2017; Peng et al. 2017; Promsakon 2018). On account of the addition of real-time variable ZMP, the control can be free
of outside interference and adaptive to the rugged ground, and moreover, the attitude control is also included. By combining the predictive control system and variable-ZMP-based inverse system, the walking pattern with self-adaptivity can be accomplished. The simulation results indicate that the self-adaptivity of a biped robot can be effectively improved using the proposed control method.

METHODS

EFFECTS OF THE VARIABLE ZMP

For a biped robot, the gait tracking errors are generally induced by environmental perturbations and mode mismatching during walking. As described in Jing et al. (2010), some stochastic disturbances could be eliminated to a certain degree by adjusting the parameters of the predictive controller; however, these tracking errors can hardly be eliminated in this way. To reduce or eliminate the tracking errors, the real-time variations of ZMP should be taken into account and adopted as the input of the predictive controller, rather than the offline pre-planned ZMP. In other words, the walking pattern can be self-adaptive only when the variable ZMP which can be varied in real time is added.

With the environmental variations taken into account, the expected ZMP can be rewritten as:

$$p_{\text{exp}} = p_{\text{ref}} + p_{\text{var}} + \varepsilon$$

where $p_{\text{exp}}$ denotes the expected ZMP; $p_{\text{ref}}$ denotes the reference ZMP; $p_{\text{var}}$ denotes the real-time variable ZMP; and $\varepsilon$ denotes the stochastic disturbances. The first item on the right side of (1), $p_{\text{ref}}$, is offline pre-planned according to the parameters such as walking speed, stride and gait cycle, and remains invariable during walking; i.e., the global stability of the robot is controlled by $p_{\text{ref}}$. The second item on the right side, $p_{\text{var}}$, which is added on account of environmental variations, can be used for controlling the local stability of the robot. The third item, $\varepsilon$ can be eliminated by adjusting the parameters of the predictive controller as described in Ref. (Jing et al. 2010). With the adoption of the variable ZMP ($p_{\text{var}}$), the problems such as outside interferences, rugged ground and attitude control can be settled (Kajita et al. 2006). Apparently, only when $p_{\text{var}}$ is taken into account, the walking model of a robot can be self-adaptive and similar to the characteristics of human walking that the gaits can be adjusted in real time. The effects of variable ZMP are elaborated as follows:

Elimination of external force As shown in Figure 1(a), when subjected to the impact of external forces, the resultant force on the robot is equivalent to the forward horizontal force $F$. To eliminate the interferences from external forces, the offline pre-planned reference ZMP should be moved towards the left. This left shift is achieved by adding the variable ZMP; i.e., the variable ZMP can be planned in real time according to the practical environmental variations. Aiming at ensuring that the robot is stable and undisturbed by the external forces, the moment of force generated by gravity relative to the variable ZMP should be balanced with the moment of external force, and accordingly the following expressions can be obtained:

$$p_{\text{var}} = -\frac{Fz_c}{Mg}$$

where $z_c$ denotes the height of center of mass; $M$ is the mass of the robot; and $g$ denotes the gravitational acceleration.

Self-adaptivity to rugged ground As shown in Figure 1(b), when the robot is walking on the rugged ground, the standing leg will be out of contact with the ground partly, and therefore, the tracing points of pre-planned ZMP may not locate in the supporting scope. At this moment, the variable ZMP is added by the walking pattern generator, so that the reference ZMP can be moved into the supporting scope where the heel is touched with ground and the robot can walk stably.


**Attitude control**  As displayed in Figure 1(c), when the upper body of the robot inclines forward due to environmental impacts, the balance can be restored by controlling the model ZMP. To be specific, when the upper body of the actual robot inclines forward compared with the upper body of the model, the upper body of the robot is accelerated strongly, leading to the increase of target inertia and the rearward movement of the target ZMP relative to the original reference ZMP. Accordingly, the attitude of the actual robot is restored. The control method using the model ZMP has been widely applied in the biped robots produced by Honda (Kajita & Guan 2007). In the present work, we speculate that the shift of ZMP can be achieved by adding the variable ZMP in walking pattern generator.

**ORIGIN OF THE INVERSE SYSTEM**

As shown in Figure 2, the biped robot can be approximated as a three-dimensional linear inverted pendulum (Kajita & Guan 2007). We suppose that the mass of the robot is focused on one point (also refers to as the mass point), and this linear inverted pendulum is composed of the massless legs which connect the mass point and the standing feet. Just like a person walks, the mass point is adjusted in a horizontal plane, while the heights of the plane relative to the center of the lines connecting two feet are fixed. Therefore, we can assume that the center of mass (CoM) of the robot along the direction of z-axis is a constant, by which on the one side, the amount of calculations decreases; on the other hand, a constant relative height of the mass point can contribute to the reduction of energy consumption. According to the stability principle during walking, only when the horizontal component of the moment of the reaction force from the ground is set as zero, the robot is stable. This action point with the moment of zero refers to as the zero-moment point (ZMP), which should always locate in the supporting polygon.

Accordingly, at the ZMP as shown in Figure 2, the following expressions are satisfied,

\[
\begin{align*}
\tau_x &= mg(x - p_x) - mv_xz_c = 0 \quad (3a) \\
\tau_y &= mg(y - p_y) - mv_yz_c = 0 \quad (3b)
\end{align*}
\]

After summarizing, the dynamic model can be written as:

\[
\begin{align*}
\ddot{x} &= \frac{g}{z_c}(x - p_x) \\
\ddot{y} &= \frac{g}{z_c}(y - p_y)
\end{align*}
\]  

where \(x\) and \(y\) denote the displacements of the mass point (CoM) in the horizontal plane; \(z_c\) denotes the height of the mass point (CoM); \(g\) is the gravitational acceleration; while \(p_x\) and \(p_y\) denote the positions of ZMP in the horizontal plane.

In the following paragraphs, we will focus on the movements of the robot along the direction of x-axis and conduct further analyses and demonstrations, while this analytical method is also applicable for the movements along the direction of y-axis.

The dynamic system of a robot can be regarded as a servo system, and thus the first expression in (4) can be rewritten in a state-space from. The differential of ZMP with respect to time is defined as the input variable of the system, i.e., \(v = \dot{p}_x = \dot{p}_y\), while the ZMP along the direction of x-axis is defined as the output. Accordingly, the state-space expressions of the servo system can be written as:

\[
\begin{align*}
&\frac{d}{dt} \begin{bmatrix} x \\ \dot{x} \\ p_x \\ \dot{p}_x \end{bmatrix} = \begin{bmatrix} 0 & 1 & 0 & 0 \\ \frac{g}{z_c} & 0 & -\frac{g}{z_c} & 0 \\ 0 & 0 & z_c & 0 \\ 0 & 0 & 0 & 1 \end{bmatrix} \begin{bmatrix} x \\ \dot{x} \\ p_x \\ \dot{p}_x \end{bmatrix} + \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix} \\
\end{align*}
\]  

The continuous state-space expressions, as shown in (5) were then discretized with the sampling time of \(\Delta t\):

\[
\begin{align*}
x_{k+1} &= A_kx_k + B_kv_k \\
p_k &= C_kx_k
\end{align*}
\]  

where, \(x_k = [x(k\Delta t) \; \dot{x}(k\Delta t) \; p(k\Delta t) \; \dot{p}(k\Delta t)]^T\), \(v_k = v(k\Delta t)\) and \(p_k = p(k\Delta t)\).

To produce a stable walking, the output \(p_k\) of the dynamic system of the biped robot should trace the target ZMP, \(p^T\), as precisely as possible, and the walking pattern is generated on line using predictive control. The following tracking performance index should be minimized by the predictive controller (Katayama et al. 1985):

\[
J = \sum_{j=1}^{N} \left[ q(p^T_j - p_j)^2 + r\dot{p}_j^2 \right]
\]

where \(q\) and \(r\) denote the positive weighting coefficients. This index means that the tracking errors should remain approximately zero with lesser control energy. According to the theory of predictive control (Katayama et al. 1985), this minimization of the performance index can be achieved by minimizing the target reference values of the next N steps with the use of ZMP. The designed predictive controller can be expressed as:

\[
\begin{align*}
A_k &= \begin{bmatrix} 1 & \Delta t & \frac{1}{2}\Delta t^2 & 0 \\ 0 & 1 & \Delta t & 0 \\ 0 & 0 & 1 & \Delta t \\ 0 & 0 & 0 & 1 \end{bmatrix}, \\
B_k &= \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}, \\
P_k &= \begin{bmatrix} 0 \\ 0 \\ 0 \\ 0 \end{bmatrix}
\end{align*}
\]
\[ v_i = -Kx_i + [f_1, f_2, \ldots, f_N] \begin{bmatrix} p_{\text{ref}}^\text{e} \\ p_{\text{ref}}^\text{m} \end{bmatrix} \]  

where \( K \) and \( f_j \) follow the expressions as follow:

\[ K = \left( r + B_1^T PA_1 \right)^{-1} B_1^T PA_1 \]  

\[ f_j = \left( r + B_1^T PA_1 \right)^{-1} B_1^T \left[ (A_1 - B_1 K)^{-1} C_1 \right] q \]  

\((j = 1, 2, \ldots, N)\)  

The matrix \( P \) is the solution of the following discrete Riccati equation:

\[ P = A_1^T PA_1 + C_1^T q C_1 - A_1^T PB_1 \left( r + B_1^T PB_1 \right)^{-1} B_1^T PA_1 \]  

\((10)\)

To substitute (8) into (6), we also define

\[ A = A_1 - B_1 K, \quad B = B_1 \quad \text{and} \quad C = C_1, \]

and then the original system expressions as described in (6) can be changed into:

\[ x_{k+1} = Ax_k + Bu_k \]  

\((11a)\)

\[ p_k = Cx_k \]  

\((11b)\)

The input of control can be expressed as:

\[ u_k = -\frac{1}{C_2} C_2 x_k + D_2 p_{k+1} \]  

\((12)\)

Then the pulse transfer function as described in (11) can be written as:

\[ G(z) = C(zI - A)^{-1} B \]  

\((13)\)

Aiming at adding the variable ZMP in real time according to the environmental variations, the variable ZMP subsystem should be designed. Define a variable ZMP subsystem \( G^{\text{inv}}(z) \) which also satisfies the following expressions,

\[ G(z) \cdot G^{\text{inv}}(z) = z^{-1} \]  

\((14)\)

This variable ZMP subsystem can be regarded as an inverse system of the original predictive control system, which is just the origin of the inverse system.

**DESIGN OF THE INVERSE SYSTEM**

As shown in Figure 3, with the purpose of constructing a predictive control system with variable ZMP, an inverse system is constructed. The buffer in Figure 3 serves as storage for the reference values of target ZMP, while the input can be taken as the current reference. For the whole system, the reference value of ZMP in buffer and the variable ZMP are used for the input of control. The variable ZMP system is achieved by inverting the predictive control system as described in (11), and the construction of the state-space model of this inverse system is as illustrated.

By performing the forward translation on (11b) for a sampling instant and we can obtain the following expression:

\[ p_{k+1} = Cx_k + CBu_k \]

\((15)\)

Since \( CB \neq 0 \), we can deduce that:

\[ u_k = -\left( CB \right)^{-1} C_2 x_k + D_2 p_{k+1} \]

\((16)\)

As concluded from (11a) and (16), the following state equation can be obtained:

\[ x_{k+1} = (A + B_2 C_2)x_k + BD_2 p_{k+1} \]

\((17)\)

Set \( A_2 = A + B_2 C_2 \) and \( B_2 = BD_2 \), the state-space model of the variable ZMP subsystem can be derived by (16) and (17):

\[ x_{k+1}^{\text{inv}} = A_2 x_k^{\text{inv}} + B_2 p_{k+1}^{\text{inv}} \]  

\((18a)\)

\[ u_k^{\text{inv}} = C_2 x_k^{\text{inv}} + D_2 p_{k+1}^{\text{inv}} \]  

\((18b)\)

where \( x_k^{\text{inv}} \) denotes the state variable of this variable inverse system, and therefore, the pulse transfer function of the inverse system can be expressed as:

\[ G^\text{inv} = C_2(zI - A_2)^{-1} B_2 + D_2 \]

\((19)\)

As stated, the inverse system is constructed based on the original predictive control system as described in (11), with the structure diagram displayed in Figure 3.
RESULTS AND DISCUSSION

NUMERICAL VERIFICATION

According to the arguments about the parameters of the predictive controller in Jing et al. (2010), several control parameters \( r \), \( q \) and the predictive step length \( N \) were selected and listed in Table 1.

Referring to Jing et al. (2010), the value of \( k \) is \(-15 \leq k \leq -3\), where numerical verification is performed by \( k = -6 \). Using these parameters, based on the pulse transfer function (13) of the predictive control system as described in Origin of the inverse system section, the pulse transfer function can be calculated as:

\[
G(z) = C(zI - A)^{-1}B - \frac{0.005(z - 1.017)(z - 0.9832)}{(z - 0.9832)^2(z - 0.03709)} \quad (20)
\]

Similarly, based on the pulse transfer function (19) of the inverse system as described in Design of the Inverse Systems Section, the pulse transfer function can be calculated as:

\[
G^{inv}(z) = C_2(zI - A_2)^{-1}B_2 + D_2 = \frac{(z - 0.9832)^2(z - 0.03709)}{0.005(z - 1.017)(z - 0.9832)} \quad (21)
\]

Obviously, \( G(z) \cdot G^{inv}(z) = z^{-1} \), i.e., the designed inverse system can satisfy the definition of inverse system.

SIMULATION ANALYSIS

From the transfer function of the inverse system as shown in (21), we can observe that the extremes are not completely located in the unit circle. According to the extreme principle of the pulse transfer function in a discrete system, the inverse system is not stable and the extreme assignment should be performed. Based on the controllability theory of the linear system, the inverse system described by the state-space model in (18) is absolutely controllable, and the extremes can be assigned randomly by state feedback. Figure 4 displays the new constructed inverse system.

Since the inverse system described in (18) is absolutely controllable, the extremes of the inverse system can be randomly assigned according to the theory of extreme assignment. The inverse system can be stable only when the assigned extremes locate in the unit circle. However, the transmission matrix of the system as describe in (18) does not equal to zero, i.e., \( D_2 \neq 0 \), this system is not a strictly authentic system, and the assignment of extremes can affect the zero point of the inverse system. With a certain stability margin taken into account, the extremes were assigned to be 0.3, 0.4 and 0.5, respectively. After calculation, the feedback matrix of the inverse system can be described as:

\[
K^{inv} = [-729.8890, -14.9230, 0.3351] \quad (22)
\]

Accordingly, the pulse transfer function of the inverse system can be converted into the following expression:

\[
G^{inv}(z) = C_2(zI - A_2 + B_2K^{inv})^{-1}B_2 + D_2 = \frac{(z - 0.642)(z^2 - 0.5611z + 0.1493)}{0.005(z - 0.5)(z - 0.4)(z - 0.3)} \quad (23)
\]

Although the null point was changed, it still located in the unit circle; i.e. the comparatively complete predictive control system with a stable inverse system was constructed. In the following sections, the performances of the constructed predictive control system will be verified.

According to the discussions in Effects of the Variable section, the variable ZMP plays important roles in adjusting and stabling the robot during walking. The global stability of the robot is controlled by the reference ZMP, whose parameters such as stride length, walking speed and walking cycle, which cannot be easily changed during walking. When the robot is subjected to the interference such as external fore, rugged ground and gait imbalance, the variable ZMP should be added to perform adjustable control. In line with the environmental variations of the robot, the variable ZMP is diverse. In the present work, the sinusoid curves \( p^{var} = 0.05 \sin(50t) \) and \( p^{var} = 0.08 \sin(50t) \) were selected as the variable ZMP. Figure 4 of the predictive control system with inverse system is verified. The result is shown in Figure 5. When the parameter of the predictive controller is \( k = -3 \), it shows that the variable ZMP cannot

---

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gravitational acceleration (g)</td>
<td>9.8 [m/s²]</td>
</tr>
<tr>
<td>Height of CoM (z)</td>
<td>0.85 [m]</td>
</tr>
<tr>
<td>Sampling time (Δt)</td>
<td>0.005 [s]</td>
</tr>
<tr>
<td>weighting coefficients (( r ))</td>
<td>1</td>
</tr>
<tr>
<td>Predictive step (N)</td>
<td>320</td>
</tr>
</tbody>
</table>
be tracked well. When the parameters are \( k = -6 \) or \(-15 \leq k \leq -6\), the accurate tracking of the variable ZMP can be achieved. This shows that the predictive control system with inverse system can track variable ZMP well when the controller parameters are good. The results confirm the conclusions as predicted in the introduction, i.e. the self-adaptivity of the biped robot can be greatly improved during walking.

The prototype of biped robot is used to verify the tracking of variable ZMP by predictive control system with inverse system when the parameters of the controller are good. The trajectory curves of ZMP and CoM are detected and the torso position sensor is used to detect the position of CoM, and the position sensor here adopts encoder. The force sensor is used to obtain the contact condition between the biped robot and the ground. The ZMP, in the walking process of the computer can convert the ZMP measurement into the center of pressure (CoP) measurement because the ZMP of the robot coincides with the CoP of the ground reaction force during the walking process. The force sensing device adopts thin film soles sensor, which is used to measure the ground reaction force. Each soles are equipped with 4 pieces, which are distributed at four points of the soles of the feet. The detection and calculation formula of the actual ZMP is as follows:

\[
p_x = \frac{\sum_{u=1}^{N} p_x u f_u}{\sum_{u=1}^{N} f_u}, \quad p_y = \frac{\sum_{u=1}^{N} p_y u f_u}{\sum_{u=1}^{N} f_u}
\]

where, \( p_x \times p_y \) the position of the ZMP in the horizontal plane, \((p_x, p_y, p_z)\) represents the spatial coordinates of the \( i \) sensor, \( f_u \) the vertical force from the ground perceived by the \( i \) sensor. One-legged support period \( N = 4 \), bipedal support period \( N = 8 \).

Based on the design and research, the walking experiment is completed on the prototype, and the CoM and ZMP trajectory data are detected. Table 2 is the CoM coordinate data of 20 sample points. Table 3 is the ZMP coordinate data for 20 sample points. Figure 7 shows the trajectory curves of ZMP and CoM drawn according to the detected coordinate data during motion. It can be seen from the diagram that the actual ZMP trajectory basically

![Figure 5. Tracking performances on the variable ZMP of the predictive control system with inverse system](image5)

![Figure 6. Tracking performances on the variable ZMP of the predictive control system with a stable inverse system](image6)

**Table 2. CoM detection data sample point**

<table>
<thead>
<tr>
<th>t</th>
<th>x</th>
<th>y</th>
<th>x</th>
<th>y</th>
<th>x</th>
<th>y</th>
<th>x</th>
<th>y</th>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>0.0001</td>
<td>-0.0749</td>
<td>0.0568</td>
<td>0.0421</td>
<td>0.0938</td>
<td>0.1468</td>
<td>0.0713</td>
<td>0.1915</td>
<td>0.5215</td>
<td>0.0021</td>
</tr>
<tr>
<td>0.6</td>
<td>0.1749</td>
<td>0.0716</td>
<td>0.5746</td>
<td>0.0609</td>
<td>0.6021</td>
<td>0.6439</td>
<td>0.7429</td>
<td>0.5738</td>
<td>0.0568</td>
<td></td>
</tr>
<tr>
<td>0.9</td>
<td>0.1915</td>
<td>0.0721</td>
<td>0.5746</td>
<td>0.0421</td>
<td>0.6021</td>
<td>0.6439</td>
<td>0.7429</td>
<td>0.5738</td>
<td>0.0568</td>
<td></td>
</tr>
<tr>
<td>1.2</td>
<td>0.2635</td>
<td>-0.0669</td>
<td>0.6538</td>
<td>0.0613</td>
<td>0.6931</td>
<td>0.7204</td>
<td>0.7545</td>
<td>0.6538</td>
<td>0.0613</td>
<td></td>
</tr>
<tr>
<td>1.5</td>
<td>0.2957</td>
<td>0.0576</td>
<td>0.6931</td>
<td>-0.0102</td>
<td>0.7429</td>
<td>0.8389</td>
<td>0.8745</td>
<td>0.7204</td>
<td>0.0613</td>
<td></td>
</tr>
<tr>
<td>1.8</td>
<td>0.3289</td>
<td>0.0325</td>
<td>0.7204</td>
<td>-0.0748</td>
<td>0.8389</td>
<td>0.8745</td>
<td>0.8868</td>
<td>0.7429</td>
<td>0.7204</td>
<td></td>
</tr>
<tr>
<td>2.1</td>
<td>0.4026</td>
<td>0.0369</td>
<td>0.7545</td>
<td>0.0037</td>
<td>0.8389</td>
<td>0.8745</td>
<td>0.8868</td>
<td>0.7429</td>
<td>0.7204</td>
<td></td>
</tr>
<tr>
<td>2.4</td>
<td>0.4939</td>
<td>-0.0834</td>
<td>0.8389</td>
<td>-0.0834</td>
<td>0.8745</td>
<td>0.8868</td>
<td>0.8906</td>
<td>0.7429</td>
<td>0.7204</td>
<td></td>
</tr>
<tr>
<td>2.7</td>
<td>0.4939</td>
<td>0.0369</td>
<td>0.8745</td>
<td>-0.0834</td>
<td>0.8868</td>
<td>0.8906</td>
<td>0.8921</td>
<td>0.7429</td>
<td>0.7204</td>
<td></td>
</tr>
<tr>
<td>3</td>
<td>0.4939</td>
<td>-0.0834</td>
<td>0.8906</td>
<td>0.0021</td>
<td>0.8921</td>
<td>0.8906</td>
<td>0.8868</td>
<td>0.7429</td>
<td>0.7204</td>
<td></td>
</tr>
</tbody>
</table>

**Table 3. ZMP detection data sample point**

<table>
<thead>
<tr>
<th>t</th>
<th>P_x</th>
<th>P_y</th>
<th>x</th>
<th>y</th>
<th>x</th>
<th>y</th>
<th>x</th>
<th>y</th>
<th>x</th>
<th>y</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.3</td>
<td>-0.0012</td>
<td>-0.0737</td>
<td>0.0001</td>
<td>-0.0749</td>
<td>0.0568</td>
<td>0.0938</td>
<td>0.1468</td>
<td>0.0421</td>
<td>0.0938</td>
<td>0.1468</td>
</tr>
<tr>
<td>0.6</td>
<td>0.2235</td>
<td>0.0015</td>
<td>0.2021</td>
<td>-0.0105</td>
<td>0.0208</td>
<td>0.0609</td>
<td>0.0613</td>
<td>0.0102</td>
<td>0.0208</td>
<td>0.0609</td>
</tr>
<tr>
<td>0.9</td>
<td>0.2964</td>
<td>0.0015</td>
<td>0.2021</td>
<td>-0.0105</td>
<td>0.0208</td>
<td>0.0609</td>
<td>0.0613</td>
<td>0.0102</td>
<td>0.0208</td>
<td>0.0609</td>
</tr>
<tr>
<td>1.2</td>
<td>0.3245</td>
<td>0.0015</td>
<td>0.2021</td>
<td>-0.0105</td>
<td>0.0208</td>
<td>0.0609</td>
<td>0.0613</td>
<td>0.0102</td>
<td>0.0208</td>
<td>0.0609</td>
</tr>
<tr>
<td>1.5</td>
<td>0.3949</td>
<td>0.0015</td>
<td>0.2021</td>
<td>-0.0105</td>
<td>0.0208</td>
<td>0.0609</td>
<td>0.0613</td>
<td>0.0102</td>
<td>0.0208</td>
<td>0.0609</td>
</tr>
<tr>
<td>1.8</td>
<td>0.4246</td>
<td>0.0015</td>
<td>0.2021</td>
<td>-0.0105</td>
<td>0.0208</td>
<td>0.0609</td>
<td>0.0613</td>
<td>0.0102</td>
<td>0.0208</td>
<td>0.0609</td>
</tr>
<tr>
<td>2.1</td>
<td>0.4939</td>
<td>0.0015</td>
<td>0.2021</td>
<td>-0.0105</td>
<td>0.0208</td>
<td>0.0609</td>
<td>0.0613</td>
<td>0.0102</td>
<td>0.0208</td>
<td>0.0609</td>
</tr>
<tr>
<td>2.4</td>
<td>0.5226</td>
<td>0.0015</td>
<td>0.2021</td>
<td>-0.0105</td>
<td>0.0208</td>
<td>0.0609</td>
<td>0.0613</td>
<td>0.0102</td>
<td>0.0208</td>
<td>0.0609</td>
</tr>
<tr>
<td>2.7</td>
<td>0.5746</td>
<td>0.0015</td>
<td>0.2021</td>
<td>-0.0105</td>
<td>0.0208</td>
<td>0.0609</td>
<td>0.0613</td>
<td>0.0102</td>
<td>0.0208</td>
<td>0.0609</td>
</tr>
<tr>
<td>3</td>
<td>0.6538</td>
<td>0.0015</td>
<td>0.2021</td>
<td>-0.0105</td>
<td>0.0208</td>
<td>0.0609</td>
<td>0.0613</td>
<td>0.0102</td>
<td>0.0208</td>
<td>0.0609</td>
</tr>
</tbody>
</table>
falls in the support domain, and the robot can walk stably. It is further shown that the predictive control system with inverse system can track the variable ZMP, when the parameters of the controller are good. This confirms the results mentioned in the introduction, and the method in this paper can improve the adaptability of biped robot walking.

**CONCLUSION**

The self-adaptivity of the biped robot during walking using the ZMP-based control method was investigated in the present work. Generally, for the convenience of design, the offline pre-planned ZMP was adopted as the input of predictive controller, while the environmental complexity during walking was not taken into account, leading to a significantly reduced walking stability. In the present work, by decomposing the expected ZMP into the off-line pre-planned reference ZMP and the real-time variable ZMP, the predictive control system with stable inverse system was constructed, and accordingly, the self-adaptivity of the biped robot using the ZMP-based control method could be improved. Moreover, the feasibility of the proposed method was verified by the simulations. The study in the present work can provide solid theoretical bases for the stable walking of the robot in practical applications. In the further work, the proposed method will be applied in actual robots.
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