The boundary element method (BEM), also known as the boundary integral equation method (BIEM), is a modern numerical technique which has enjoyed increasing popularity over the past two decades. It is now an established alternative to traditional computational methods of engineering analysis. The main advantage of the BEM is its unique ability to provide a complete solution in terms of boundary values only, with substantial savings in modeling effort.

This book is designed to provide readers with a comprehensive and up-to-date account of the method and its application to problems in engineering and science. Each chapter provides a brief description of historical development, followed by basic theory, derivation and examples.
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PREFACE

The Boundary Element Method (BEM) has in recent years attained a level of development that has made it a numerical tool of choice in areas such as fracture mechanics and acoustics. This book brings together contributions from leading experts in the field to give a comprehensive description of recently developed techniques. These include boundary element method for modelling viscous flow, boundary element method for free surface flows, simulation of cavitating and free surface flows, boundary element method for geometrically nonlinear analysis of plates and shells, modelling of plates and shells by meshless local boundary element method, fast hierarchical boundary element method for large scale 3D elastic problems, time-domain BEM techniques, Green’s function evaluation for three dimensional exponentially graded elasticity; boundary element method for the fracture analysis of the general piezoelectric solids; using BEM and condition numbers and local errors in the boundary element method.

We are grateful to all contributors who have displayed great enthusiasm for this book.
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Chapter 1

THE BOUNDARY ELEMENT METHOD
FOR GEOMETRICALLY NON-LINEAR ANALYSES
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This chapter describes recent developments on the non-linear analysis of thin-walled structures by the Boundary Element Method (BEM), with particular emphasis on geometrically non-linear behaviour (large deflection). Non-linear boundary integral equations are obtained by coupling two-dimensional plane stress elasticity with boundary element formulation of shear deformable (Reissner) plate bending. Several examples of flat and curved plates with different geometries and boundary conditions are presented. Results are compared with other numerical solutions and good agreement is obtained.

1.1. Introduction

Only a relatively small number of problems can be solved by means of the exact field equations of elasticity theory; therefore the structural engineer is forced to make a number of simplifying assumptions. These assumptions depend on the relative dimensions of the structural element and its boundary conditions in the three-dimensional space. Plate and
shell structures are one of such simplifications widely used in engineering applications, such as aircrafts, cars, pressure vessels, building slabs, etc.

There are two widely used plate theories. The first plate theory was developed by Kirchhoff and is commonly referred to as the classical theory. The other was developed by Reissner, and is known as the shear deformable theory. The classical theory is adequate for analysing many engineering applications; however, for problems involving stress concentrations and cracks, the theory has been shown not to be in agreement with experimental measurements. In the shear deformable plate theory, the problem is represented in terms of three independent degrees of freedom, involving generalised displacements (i.e. two rotations and deflection) and generalised tractions (i.e. moments and transverse shear force).

The first direct boundary element formulation for analysis of Reissner type plates was proposed by Van der Weeën. Later, Karam and Telles extended the formulation to account for infinite regions and also reported that Reissner's plate model is suitable for both thin and thick plates. Several years later Barcellos and Silva presented a formulation based on Mindlin theory, differing only with Van der Weeën in the shear factor constant. Since these early works, further extensions of the BEM to shear deformable plate theories have been made.

Boundary element formulations for analysis of shallow shells are very limited, particularly in the case of shear deformable shallow shells theory. Applications in this area are relatively difficult because of the high order differential equations governing the problem. Newton and Tottenham, and Tottenham presented a BEM formulation of shallow shell problems, by decomposition of the fourth-order governing equations into second-order equations. The fundamental solutions used in the direct boundary element formulation of shell problems tend to be complicated, which means that further extensions will be cumbersome. It is for this reason that boundary element formulations based on the coupling of boundary element formulation for plate bending and the two-dimensional plane stress elasticity have been proposed. The main disadvantage of this technique is that domain integrals appear in the formulations. Some works based on these kinds of formulations are those of Forbes and Robinson, Zhang and Atluri and Beskos. In the case of shear deformable shallow shell theories, the first work was presented by Dirgantara and Aliabadi in 1999. Since then, further works and extensions have been presented by Aliabadi and co-workers.
Boundary element formulations for geometrically non-linear analysis of plates were first presented in the early eighties. Kamiya and Sawaki\textsuperscript{12} introduced a formulation based on the Berger equation. This formulation was later extended\textsuperscript{14} to include post-buckling behaviour under thermal loading. Tanaka\textsuperscript{37} presented a formulation based on the Von Karman’s equation, obtaining boundary and domain integrals in terms of stress and displacement. Other works dealing with large deflection and post-buckling of Kirchhoff’s plates are those of Ye and Liu,\textsuperscript{50} O’Donoghue and Atluri,\textsuperscript{27} Kawabe,\textsuperscript{16} Qin and Huang,\textsuperscript{29} Atluri and Pipkins,\textsuperscript{3} Tanaka, Matsumoto and Zheng,\textsuperscript{38,39} Elzein and Singellakis\textsuperscript{10} and Wang, Ji and Tanaka,\textsuperscript{44} among others.

Boundary element formulations for geometrically non-linear analysis of Reissner plates were first introduced in the early nineties. Lei, Huang and Wang\textsuperscript{18,19} presented an integral formulation of the Von Karman type non-linear governing equations. Sun, He and Qin\textsuperscript{36} derived exact integral equations based on a variational principle. More recent works on shear deformable plates are those presented by Wen, Aliabadi and Young,\textsuperscript{47} describing large deflection and post-buckling.\textsuperscript{48} Supriyono and Aliabadi\textsuperscript{35} presented a formulation for combined geometrical and material non-linear behaviour.

Geometrically non-linear formulations for shallow shells by BEM were first introduced in the early eighties. Kamiya and Sawaki\textsuperscript{13} presented an approach for geometrically non-linear shallow shells with arbitrary contours. Tosaka and Miyake\textsuperscript{40} developed a theoretical foundation for the large deflection analysis of shells, proposing three types of integral equations. Zhang and Atluri\textsuperscript{53} presented a non-linear boundary element formulation for snap-through phenomena in thin shallow shells using the arc length method. Other works dealing with large deflection and post-buckling analysis of classical shallow shells are those of Ye\textsuperscript{51} and Lin and Long.\textsuperscript{20} Boundary element formulations for shear deformable shallow shells are scarce. Dirgantara and Aliabadi\textsuperscript{9} introduced the first work on large deflection while Aliabadi and Baiz\textsuperscript{2} presented a formulation for post-buckling analysis.

This chapter reviews boundary element formulations for geometrical non-linear analysis of shear deformable plates and shallow shells as developed by Wen, Aliabadi and Young\textsuperscript{47} and Dirgantara and Aliabadi,\textsuperscript{9} respectively. The formulation is derived for geometrically non-linear shallow shells\textsuperscript{9} by coupling boundary element formulations of shear deformable plate bending and two-dimensional plane stress elasticity. This general
BEM formulation can be reduced to the geometrically non-linear plate integral equations by neglecting the curvature terms, or to the linear plate and shallow shell expressions by neglecting the non-linear terms. Domain integrals are transformed into boundary integrals using the dual reciprocity technique. At the end, several examples are shown to demonstrate the accuracy and efficiency of the present BEM formulation.

1.2. Basic Definitions of Shear Deformable Plates and Shallow Shells

Plate and shell structures can be seen as bodies bounded by two surfaces that are separated by a distance known as the thickness, $h$, which are capable of resisting bending and which transfer membrane forces from one of its edges to another. The present work considers isotropic plates or shallow shells of uniform thickness $h$, Young’s modulus $E$, Poisson’s ratio $\nu$ and a quadratic middle surface defined only by $k_{11} = 1/R_1$ and $k_{22} = 1/R_2$, which are principal curvatures of the shell in the $x_1$ and $x_2$ directions respectively, while $k_{12} = k_{21} = 0$ (see Fig. 1.1).
Classical linear elastic shell theory, based on the hypothesis of Kirchhoff,\cite{17} was presented by Love.\cite{21} The basic assumptions are the following:

1. The shell thickness $h$ should be at least an order of magnitude smaller than the least radius of curvature $R$ of the middle surface.
2. The strains and displacements are small enough for changes in geometry to be negligible.
3. The component of stress normal to the middle surface is small compared to the other components of stress.
4. Straight lines normal to the undeformed middle surface would remain inextensible, straight and normal to the middle surface when the shell is in a deformed state (transverse shear strains are neglected).

This last assumption represents the main difference between the classical and shear deformable theories. In Kirchhoff’s hypothesis, the rotations of the cross section are approximated with the first derivatives of the deflection, while in the shear deformable theories, the straight lines normal to the undeformed middle surface would still remain inextensible and straight when the shell is in a deformed state, but would not necessarily remain normal to the middle surface. In other words, in shear deformable theories, rotations of the cross section are considered totally independent degrees of freedom.

Shear deformable plate theories have been proposed by Reissner\cite{30} and Mindlin,\cite{23} and the difference between them is in the shear factor ($5/6$ for Reissner and $\pi^2/12$ for Mindlin). Shear deformable theories for thin elastic isotropic shells have been derived by Reissner\cite{33} and Naghdi.\cite{24} All theories have been successfully applied to both thick and thin plates and shells.

Simplification of the general equations of shells can be valid in many situations. A shallow shell (also known as a curved plate) is the one whose rise with regard to any cord is small; this means that all points on the middle surface have to be sufficiently close to a plane. According to Vlasov,\cite{43} a shell can be considered shallow if the ratio of the rise to the shorter side (for a shell of rectangular plan) or to the diameter (for a shell of circular plan) is less than $1/5$. Figure 1.1 shows the generalised displacements $w_i$ and $u_\alpha$, where $w_\alpha$ denotes rotations of the middle surface, $w_3$ denotes the out-of-plane displacement and $u_\alpha$ denotes in-plane displacements. The corresponding generalised tractions are denoted as $p_i$ and $t_\alpha$, where $p_\alpha$ denotes tractions due to the stress couples, $p_3$ denotes the traction due to shear stress resultant and $t_\alpha$ denotes tractions due to membrane stress.
resultants. At this point, it is good to mention that the indicial notation used throughout this chapter is as follows: the Greek indices \((\alpha, \beta, \gamma)\) will vary from 1 to 2 and Roman indices \((i, j, k)\) from 1 to 3.

**1.2.1. Forces and moments for stress resultants and stress couples**

Consider an element from a shell (see Fig. 1.2). As in beam theory, in shell theory it is more convenient to transform the conventional stresses shown in Fig. 1.2 into a statically equivalent system of forces and bending moments shown in Fig. 1.3.

The relation between the conventional stress state and the shell stress resultants system can be obtained from the total force acting on each of

---

Fig. 1.2. General stress components.

Fig. 1.3. Shell stress resultants.
the faces. On the face with stresses $\sigma_{11}$, $\sigma_{12}$ and $\sigma_{13}$, the total forces (as a resultant of the stresses) acting on the entire surface of this face is given by:

$$F_1 = R_2 d\theta \int_{-h/2}^{-h/2} \left( 1 + \frac{x_3}{R_2} \right) \sigma_{11} dx_3$$ (1.1)

$$F_2 = R_2 d\theta \int_{-h/2}^{-h/2} \left( 1 + \frac{x_3}{R_2} \right) \sigma_{12} dx_3$$ (1.2)

$$F_3 = R_2 d\theta \int_{-h/2}^{-h/2} \left( 1 + \frac{x_3}{R_2} \right) \sigma_{13} dx_3$$ (1.3)

Therefore, the membrane $N_{\alpha\beta}$ and shearing $Q_{\alpha}$ stress resultants (defined as forces per unit length along $dx_2$) on this face are given as:

$$N_{11} = \frac{F_1}{R_2 d\theta} = \int_{-h/2}^{+h/2} \left( 1 + \frac{x_3}{R_2} \right) \sigma_{11} dx_3$$ (1.4)

$$N_{12} = \frac{F_2}{R_2 d\theta} = \int_{-h/2}^{+h/2} \left( 1 + \frac{x_3}{R_2} \right) \sigma_{12} dx_3$$ (1.5)

$$Q_1 = \frac{F_3}{R_2 d\theta} = \int_{-h/2}^{+h/2} \left( 1 + \frac{x_3}{R_2} \right) \sigma_{13} dx_3$$ (1.6)

while the bending stress couples $M_{\alpha\beta}$ (defined as the bending and twisting moments per unit length along $dx_2$) are:

$$M_{11} = \int_{-h/2}^{+h/2} \left( 1 + \frac{x_3}{R_2} \right) x_3 \sigma_{11} dx_3$$ (1.7)

$$M_{12} = \int_{-h/2}^{+h/2} \left( 1 + \frac{x_3}{R_2} \right) x_3 \sigma_{12} dx_3$$ (1.8)

Similarly, stress resultants and stress couples on the other face of the shell element (perpendicular to the $x_2$ axis):

$$N_{22} = \int_{-h/2}^{+h/2} \left( 1 + \frac{x_3}{R_1} \right) \sigma_{22} dx_3$$ (1.9)

$$N_{21} = \int_{-h/2}^{+h/2} \left( 1 + \frac{x_3}{R_1} \right) \sigma_{21} dx_3$$ (1.10)
The behaviour of shell stresses through the thickness is assumed as follows:\textsuperscript{24,33} those due to membrane forces are uniform, those due to bending and twisting moments vary linearly and the transverse shear stresses vary parabolically over the thickness:

\[
\left(1 + \frac{x_3}{R_\gamma}\right)\sigma_{\alpha\beta} = \frac{1}{R} N_{\alpha\beta} + \frac{12x_3}{h^3} M_{\alpha\beta}; \quad \begin{cases} 
\gamma = \beta & \text{if } \alpha \neq \beta \\
\gamma \neq \beta & \text{if } \alpha = \beta 
\end{cases}
\] (1.14)

and

\[
\left(1 + \frac{x_3}{R_\gamma}\right)\sigma_{\alpha3} = \frac{3}{2h} \left[1 - \left(\frac{2x_3}{h}\right)^2\right] Q_\alpha; \quad \gamma \neq \alpha
\] (1.15)

Relation between stress resultants and the generalised tractions at the boundary are written as:

\[
p_\alpha = M_{\alpha\beta} n_\beta
\] (1.16)

\[
p_3 = Q_\alpha n_\alpha
\] (1.17)

\[
t_\alpha = N_{\alpha\beta} n_\beta
\] (1.18)

where \(n_\beta\) are the components of the outward normal vector to the projected boundary on the \(x_1^- x_2^-\) plane.

1.2.2. Linear kinematic equations

Strain tensors in shear deformable linear elastic theories can be derived from the deformation pattern of a differential element. The membrane strain resultant tensor can be expressed as follows:

\[
\varepsilon^{(l)}_{\alpha\beta} = \frac{1}{2} (u_{\alpha,\beta} + u_{\beta,\alpha}) + w_3 k_{\alpha\beta}
\] (1.19)
where \(( )_\beta = \partial ( ) / \partial x_\beta\) and the superscript \((l)\) refers to the linear part. The transverse shear strain resultant can be expressed as:

\[
\gamma_{\alpha 3} = w_\alpha + w_{3,\alpha}
\] (1.20)

and finally, the flexural strain resultant can be written as:

\[
\kappa_{\alpha \beta} = 2 \chi_{\alpha \beta} = w_{\alpha,\beta} + w_{\beta,\alpha}
\] (1.21)

### 1.2.3. Linear constitutive equations

The relationships between stress resultants and strains were derived by Naghdi,\(^{24}\) using Reissner's variational theorem of elasticity,\(^{32}\) and are given by:

\[
M_{\alpha \beta} = D \frac{1 - \nu}{2} \left( 2 \chi_{\alpha \beta} + \frac{2 \nu}{1 - \nu} \chi_{\gamma \gamma} \delta_{\alpha \beta} \right)
\] (1.22)

\[
Q_\alpha = C \gamma_{\alpha 3}
\] (1.23)

\[
N_{\alpha \beta} = B \frac{1 - \nu}{2} \left( 2 \varepsilon_{\alpha \beta} + \frac{2 \nu}{1 - \nu} \varepsilon_{\gamma \gamma} \delta_{\alpha \beta} \right)
\] (1.24)

where \(\delta_{\alpha \beta}\) is the Kronecker delta function; \(B(= Eh/ (1 - \nu^2))\) is known as the tension stiffness; \(D(= Eh^3/ [12 (1 - \nu^2)])\) is the bending stiffness; \(C(= D (1 - \nu) \lambda_s^2 / 2)\) is the shear stiffness and \(\lambda_s(=\sqrt{10}/h)\) is called the shear factor.

Stress-displacement relationships can be obtained after Eqs. (1.19–1.21) are substituted into Eqs. (1.22–1.24):

\[
M_{\alpha \beta} = D \frac{1 - \nu}{2} \left( w_{\alpha,\beta} + w_{\beta,\alpha} + \frac{2 \nu}{1 - \nu} w_{\gamma,\gamma} \delta_{\alpha \beta} \right)
\] (1.25)

\[
Q_\alpha = C (w_\alpha + w_{3,\alpha})
\] (1.26)

and

\[
N_{\alpha \beta}^{(i)} = B \frac{1 - \nu}{2} \left( u_{\alpha,\beta} + u_{\beta,\alpha} + \frac{2 \nu}{1 - \nu} u_{\gamma,\gamma} \delta_{\alpha \beta} \right)
\] (1.27)

\[
N_{\alpha \beta}^{(ii)} = B \left[ (1 - \nu) \kappa_{\alpha \beta} + \nu \delta_{\alpha \beta} k_{\phi \phi} \right] w_3
\]

\[
N_{\alpha \beta}^{(l)} = N_{\alpha \beta}^{(i)} + N_{\alpha \beta}^{(ii)}
\]

To make the representation more convenient, the linear membrane stress \(N_{\alpha \beta}^{(l)}\) is separated into \(N_{\alpha \beta}^{(i)}\) which is due to in-plane displacements.
and $N_{\alpha\beta}^{(ii)}$ which is due to curvature and out-of-plane displacement. This notation facilitates the derivation of the membrane boundary integral equations.

1.2.4. Linear equilibrium equations

Equilibrium equations for shear deformable plate bending (Reissner-Mindlin) and 2D elasticity can be written in indicial notation as follows:

$$M_{\alpha\beta,\beta} - Q_\alpha = 0; \quad (1.28)$$
$$Q_{\alpha,\alpha} + f_3^b = 0; \quad (1.29)$$
$$N_{\alpha\beta,\beta}^{(ii)} + f_{\alpha}^m = 0 \quad (1.30)$$

where $f_3^b$, $f_{\alpha}^m$ are body forces that can be expressed as:

$$f_3^b = q_3 - k_{\alpha\beta} N_{\alpha\beta} \quad (1.31)$$
$$f_{\alpha}^m = q_\alpha + N_{\alpha\beta,\beta}^{(ii)} \quad (1.32)$$

where $q_i$ are applied body forces and $k_{\alpha\beta} N_{\alpha\beta}$ and $N_{\alpha\beta,\beta}^{(ii)}$ are terms due to the curvature of the shallow shell.

1.3. Large Deflection Theory

For geometrical non-linear theory (large deflection) of plates and shells, the membrane and bending deflections are coupled in the membrane strain equation (out-of-plane displacement contributions are included in strain-displacement relationships). The new assumption can be stated as follows: Deflections ($w_3$) are large (several times greater than the thickness, $h$); but strains are still small compared to unity.

Based on this, the strain tensors can be obtained by considering the geometrical changes as the element is stretched and deformed,

$$\varepsilon_{\alpha\beta} = \frac{1}{2} (u_{\alpha,\beta} + u_{\beta,\alpha}) + w_3 k_{\alpha\beta} + \left[ \frac{1}{2} w_{3,\alpha} w_{3,\beta} \right] \quad (1.33)$$

from which the following expressions can be written (see Eq. (1.19)):

$$\varepsilon_{\alpha\beta}^{(l)} = \frac{1}{2} (u_{\alpha,\beta} + u_{\beta,\alpha}) + w_3 k_{\alpha\beta}; \quad \varepsilon_{\alpha\beta}^{(n)} = \frac{1}{2} w_{3,\alpha} w_{3,\beta}$$
Equilibrium equations are also affected by the membrane and bending coupling. In a geometrically non-linear analysis, the pseudo body force Eqs. (1.31–1.32) are now given as:

\[ f^b_{3} = q - k_{2}\beta N_{\alpha\beta} + \left[ (N_{\alpha\beta} w_{3,\beta})_{,\alpha} \right] \]  

and

\[ f^m_{\alpha} = q_{\alpha} + N^{(ii)}_{\alpha\beta,\beta} + \left[ N^{(n)}_{\alpha\beta,\beta} \right] \]  

where,

\[ N_{\alpha\beta} = N^{(i)}_{\alpha\beta} + N^{(ii)}_{\alpha\beta} + N^{(n)}_{\alpha\beta} \]  

\[ N^{(n)}_{\alpha\beta} = B \frac{1 - \nu}{2} \left( w_{3,\alpha} w_{3,\beta} + \nu \frac{\nu}{1 - \nu} w_{3,\gamma} w_{3,\gamma} \delta_{\alpha\beta} \right) \]

Constitutive Eqs. (1.22–1.24) remain the same in a pure geometrically non-linear analysis. Therefore, Eq. (1.36) is obtained after introducing Eq. (1.33) into Eq. (1.24). Non-linear terms in the kinematic Eq. (1.33) and pseudo body force (equilibrium) Eqs. (1.34–1.35) are given by the terms in square brackets.

Equilibrium equations can also be written in term of displacements as follows:

\[ L^b_{ik} w_k + f^b_{i} = 0 \]  

and

\[ L^m_{\alpha\beta} u_{\beta} + f^m_{\alpha} = 0 \]

where \( L^b_{ik} \) is the Navier differential operator for shear deformable plate bending problems:

\[ L^b_{\alpha\beta} = \frac{D (1 - \nu)}{2} \left[ \nabla^2 - \lambda^2 \right] \delta_{\alpha\beta} + \frac{(1 + \nu)}{(1 - \nu)} \partial_{\alpha} \partial_{\beta} \]  

\[ L^b_{\alpha3} = - \frac{(1 - \nu)}{2} D \lambda^2 \partial_{x_{\alpha}} \]  

\[ L^b_{3\alpha} = - L^b_{\alpha3} \]  

\[ L^b_{33} = \frac{(1 - \nu)}{2} D \lambda^2 \nabla^2 \]
while $L^m_{\alpha\beta}$ is the Navier differential operator for two-dimensional plane stress problems:

$$L^m_{\alpha\beta} = \frac{B(1-\nu)}{2} \left[ \nabla^2 \delta_{\alpha\beta} + \frac{(1+\nu)}{(1-\nu)} \frac{\partial}{\partial x_\alpha} \frac{\partial}{\partial x_\beta} \right]$$  \hspace{1cm} (1.43)

Shallow shells bear the same relation to plates as curved beams to straight beams. Therefore, in the literature, including the present work, shallow shells are also known as curved plates. It follows from this that flat plate equations can be easily obtained by considering an infinite radius ($k_{\alpha\beta} = 0$) in the governing equations presented in this work.

### 1.4. Integral Representations

Displacement integral equations for geometrically and material non-linear shear deformable shallow shell/plate bending problems can be derived by considering the following integral identities representations of the governing equilibrium Eqs. (1.28–1.30):7,8:

$$\int_{\Omega} \left[ (M_{\alpha\beta,\beta} - Q_\alpha) W_\alpha^* + (Q_{\alpha,\alpha} + f^b_3) W_3^* \right] d\Omega = 0 \hspace{1cm} (1.44)$$

and

$$\int_{\Omega} \left( N_{\alpha\beta,\beta}^{(i)} + f^m_\alpha \right) U_\alpha^* d\Omega = 0 \hspace{1cm} (1.45)$$

where $U_\alpha^*$ and $W_i^*$ are weighting functions and $\Omega$ represents the projected domain of a shallow shell/plate on the $x_1-x_2$ plane. Equation (1.44) is the integral representation for bending and transverse shear stress resultants and Eq. (1.45) is the integral representation for in-plane stress resultants. The terms $f^m_\alpha$ and $f^b_3$ are given by Eqs. (1.34–1.35).

It can be seen that integral representations (1.44–1.45) have the form of shear deformable plate bending and two dimensional plane stress, for which boundary integral formulation procedures and fundamental solutions have already been developed.1

#### 1.4.1. Rotations and out-of-plane integral representations

Integrating by parts, Eq. (1.44) will result in:

$$\int_{\Gamma} M_{\alpha\beta} n_\beta W_\alpha^* d\Gamma - \int_{\Omega} M_{\alpha\beta} W_{\alpha,\beta}^* d\Omega - \int_{\Omega} Q_\alpha W_\alpha^* d\Omega$$

$$+ \int_{\Gamma} Q_\alpha n_\alpha W_3^* d\Gamma - \int_{\Omega} Q_\alpha W_{3,\alpha}^* d\Omega + \int_{\Omega} f^b_3 W_3^* d\Omega = 0 \hspace{1cm} (1.46)$$
Let’s now consider the relationships between stresses and tractions given in Eqs. (1.16–1.17):

\[
\int_{\Gamma} p_j W_j^* d\Gamma - \int_{\Omega} M_{\alpha\beta} W_{\alpha,\beta}^* d\Omega - \int_{\Omega} Q_{\alpha}(W_{\alpha}^* + W_{3,\alpha}^*)d\Omega \\
+ \int_{\Omega} f_3^W W_3^* d\Omega = 0 \tag{1.47}
\]

Bending and shear stress resultants \((M_{\alpha\beta} \text{ and } Q_{\alpha})\) in Eq. (1.47) can now be replaced with the stress displacements relationships in Eqs. (1.25–1.26), resulting in the following equation:

\[
\int_{\Gamma} p_j W_j^* d\Gamma - \int_{\Gamma} W_{\alpha,\beta}^* \left\{ \frac{D(1-\nu)}{2} \left( w_{\alpha,\beta} + w_{\beta,\alpha} + \frac{2\nu}{(1-\nu)} \delta_{\alpha\beta} w_{\gamma,\gamma} \right) \right\} d\Omega \\
- \int_{\Omega} C(w_{\alpha} + w_{3,\alpha})(W_{\alpha}^* + W_{3,\alpha}^*)d\Omega + \int_{\Omega} f_3^W W_3^* d\Omega = 0 \tag{1.48}
\]

Integrating the second integral by parts and rearranging the third integral in Eq. (1.48):

\[
\int_{\Gamma} p_j W_j^* d\Gamma - \int_{\Gamma} W_{\alpha,\beta}^* \\
\times \left\{ \frac{D(1-\nu)}{2} \left( w_{\alpha,\beta} + w_{\beta,\alpha} + \frac{2\nu}{(1-\nu)} \delta_{\alpha\beta} w_{\gamma,\gamma} \right) \right\} d\Gamma \\
+ \int_{\Omega} \frac{D(1-\nu)}{2} \left( w_{\alpha} W_{\alpha,\beta}^* + w_{\beta} W_{\alpha,\beta}^* + \frac{2\nu}{(1-\nu)} w_{\gamma} W_{\alpha,\beta}^* \delta_{\alpha\beta} \right) d\Omega \\
- \int_{\Omega} Q_{\alpha}(w_{\alpha} + w_{3,\alpha})d\Omega + \int_{\Omega} f_3^W W_3^* d\Omega = 0 \tag{1.49}
\]

Using integration by parts, stress-displacement relationships, tractions-stress relationships and some useful properties of the Kronecker delta function, it can be shown that:

\[
\int_{\Gamma} W_{\alpha,\beta}^* \left\{ \frac{D(1-\nu)}{2} \left( w_{\alpha,\beta} + w_{\beta,\alpha} + \frac{2\nu}{(1-\nu)} \delta_{\alpha\beta} w_{\gamma,\gamma} \right) \right\} d\Gamma \\
= \int_{\Gamma} w_\alpha P_\alpha^* d\Gamma \tag{1.50}
\]

\[
\int_{\Omega} \frac{D(1-\nu)}{2} \left( w_{\alpha} W_{\alpha,\beta}^* + w_{\beta} W_{\alpha,\beta}^* + \frac{2\nu}{(1-\nu)} w_{\gamma} W_{\alpha,\beta}^* \delta_{\alpha\beta} \right) d\Omega \\
= \int_{\Omega} w_\alpha M_{\alpha,\beta,\delta} d\Omega \tag{1.51}
\]
\[
\int_{\Omega} Q^*_\alpha(w_\alpha + w_{3,\alpha})d\Omega = \int_{\Gamma} P^*_3 w_3 d\Gamma + \int_{\Omega} (Q^*_\alpha w_\alpha - Q^*_{\alpha,\alpha} w_3)d\Omega
\] (1.52)

Now, substituting Eqs. (1.50–1.52) into Eq. (1.49) and grouping:

\[
\int_{\Gamma} W^*_{ij} p_{ij} d\Gamma - \int_{\Gamma} P^*_j w_j d\Gamma + \int_{\Omega} [(M^*_{\alpha,\beta,\beta} - Q^*_\alpha)w_\alpha + Q^*_{\alpha,\alpha} w_3]d\Omega
\]
\[+ \int_{\Omega} f^*_3 W^*_3 d\Omega = 0
\] (1.53)

The weighting functions (\cdot)^* can be chosen arbitrarily. In the present boundary element formulation, they are defined from a state of concentrated generalised loads: two bending moments and one concentrated shear force at an arbitrary source point \( \mathbf{X}' \in \Omega \) as shown in Fig. 1.4.

Based on this fundamental state, the loading direction can be introduced in Eq. (1.53) as follows:

\[
\int_{\Gamma} W^*_{ij} p_{ij} d\Gamma - \int_{\Gamma} P^*_j w_j d\Gamma + \int_{\Omega} [(M^*_{\alpha,\beta,\beta} - Q^*_\alpha)w_\alpha + Q^*_{\alpha,\alpha} w_3]d\Omega
\]
\[+ \int_{\Omega} W^*_{i3} f^*_3 d\Omega = 0
\] (1.54)

The fundamental state (\cdot)^* is chosen such that:

\[
M^*_{\alpha,\beta,\beta}(\mathbf{X}', \mathbf{X}) - Q^*_\alpha(\mathbf{X}', \mathbf{X}) + \delta(\mathbf{X}', \mathbf{X})\delta_{i\alpha} = 0
\] (1.55)
\[
Q^*_{\alpha,\alpha}(\mathbf{X}', \mathbf{X}) + \delta(\mathbf{X}', \mathbf{X})\delta_{i3} = 0
\] (1.56)

**Fig. 1.4.** Fundamental state of displacements and tractions due to concentrated shear force and bending moments.
where $\delta(X', X)$ is the Dirac Delta function, which has the following property:

$$\int_{\Omega} \delta(X', X) w_i(X) d\Omega = w_i(X') \tag{1.57}$$

Now, after making use of the property in Eq. (1.57) with Eqs. (1.55–1.56), Eq. (1.54) can be rewritten for an internal source point $X'$ as follows:

$$w_i(X') - \int_{\Gamma} W_{ij}^*(X', x)p_j (x) d\Gamma (x) + \int_{\Gamma} P_{ij}^*(X', x)w_j (x) d\Gamma (x)$$

$$- \int_{\Omega} W_{ij}^*(X', X)f_{ij} (X) d\Omega (X) = 0 \tag{1.58}$$

$W_{ij}^*(X', x)$ and $P_{ij}^*(X', x)$ are the fundamental solutions for rotations and out-of-plane displacements, and bending and shear tractions, respectively, derived by Van der Weelen and can be found in Aliabadi. They represent the displacements or the tractions at the point $x$ or $X$ in the direction $j$ due to unit point load applied at $X'$ in the direction $i$.

After introducing $P_{ij}^*(X', x)$ from Eq. (1.34) in Eq. (1.58):

$$w_i(X') + \int_{\Gamma} P_{ij}^*(X', x)w_j (x) d\Gamma (x)$$

$$= \int_{\Gamma} W_{ij}^*(X', x)p_j (x) d\Gamma (x)$$

$$- \int_{\Omega} k_{\alpha\beta} B \left( \frac{1 - \nu}{2} \left( u_{\alpha\beta} (X) + u_{\beta\alpha} (X) + \frac{2\nu}{1 - \nu} u_{\phi\phi} (X) \right) \right)$$

$$\times W_{ij}^*(X', X) d\Omega (X)$$

$$- \int_{\Gamma} k_{\alpha\beta} B \left[ (1 - \nu) k_{\alpha\beta} + \nu \delta_{\alpha\beta} k_{\gamma\gamma} \right] w_3 (X) W_{ij}^*(X', X) d\Omega (X)$$

$$- \int_{\Omega} W_{ij}^*(X', X) k_{\alpha\beta} N_{\alpha\beta}^{(n)} (X) d\Omega (X) + \int_{\Omega} W_{ij}^*(X', X) q_3 (X) d\Omega (X)$$

$$+ \int_{\Omega} W_{ij}^*(X', X) \left( N_{\alpha\beta} (X) w_{3,\beta} (X) \right) d\Omega (X) \tag{1.59}$$

Equation (1.59) is the geometrically non-linear integral representation for rotations and out-of-plane displacement of shear deformable shallow shell theory.
1.4.2. In-plane integral representations

Membrane integral representations can also be obtained in a similar way to the bending and out-of-plane integral representations. Integrating Eq. (1.45) by parts gives:

\[
\int_{\Gamma} N^{(i)}_{\alpha\beta} n_{\beta} U^*_{\alpha} d\Gamma - \int_{\Omega} N^{(i)}_{\alpha\beta} U^*_{\alpha,\beta} d\Omega + \int_{\Omega} f^m_{\alpha} U^*_{\alpha} d\Omega = 0 \quad (1.60)
\]

Using Eq. (1.18) and Eq. (1.27), Eq. (1.60) can be written as follows:

\[
\int_{\Gamma} t^{(i)}_{\alpha} U^*_{\alpha} d\Gamma - \int_{\Omega} B \frac{1 - \nu}{2} \left( u_{\alpha,\beta} + u_{\beta,\alpha} + \frac{2\nu}{1 - \nu} u_{\gamma,\alpha} \delta_{\alpha\beta} \right) U^*_{\alpha,\beta} d\Omega = 0 \quad (1.61)
\]

Integrating the second integral of Eq. (1.61) by parts:

\[
\int_{\Gamma} t^{(i)}_{\alpha} U^*_{\alpha} d\Gamma - \int_{\Gamma} B \frac{1 - \nu}{2} \left( u_{\alpha,\beta} + u_{\beta,\alpha} + \frac{2\nu}{1 - \nu} u_{\gamma,\alpha} \delta_{\alpha\beta} \right) U^*_{\alpha,\beta} d\Gamma + \int_{\Omega} B \frac{1 - \nu}{2} \left( u_{\alpha} U^*_{\alpha,\beta} + u_{\beta} U^*_{\alpha,\beta} + \frac{2\nu}{1 - \nu} \delta_{\alpha\beta} u_{\gamma} U^*_{\alpha,\beta} \right) d\Omega + \int_{\Omega} f^m_{\alpha} U^*_{\alpha} d\Omega = 0 \quad (1.62)
\]

Using again the stress-displacement Eq. (1.27) and some useful properties of the Kronecker delta functions, it can be shown that 8:

\[
\int_{\Gamma} B \frac{1 - \nu}{2} \left( u_{\alpha,\beta} + u_{\beta,\alpha} + \frac{2\nu}{1 - \nu} u_{\gamma,\alpha} \delta_{\alpha\beta} \right) U^*_{\alpha,\beta} d\Gamma = \int_{\Gamma} u_{\alpha} T^{(i)}_{\alpha} d\Gamma \quad (1.63)
\]

\[
\int_{\Omega} B \frac{1 - \nu}{2} \left( u_{\alpha} U^*_{\alpha,\beta} + u_{\beta} U^*_{\alpha,\beta} + \frac{2\nu}{1 - \nu} \delta_{\alpha\beta} u_{\gamma} U^*_{\alpha,\beta} \right) d\Omega = \int_{\Omega} u_{\alpha} N^{(i)}_{\alpha,\beta} d\Omega \quad (1.64)
\]

Now, introducing Eqs. (1.63–1.64) into Eq. (1.62) and grouping, gives:

\[
\int_{\Gamma} t^{(i)}_{\alpha} U^*_{\alpha} d\Gamma - \int_{\Gamma} u_{\alpha} T^{(i)}_{\alpha} d\Gamma + \int_{\Omega} u_{\alpha} N^{(i)}_{\alpha,\beta} d\Omega + \int_{\Omega} f^m_{\alpha} U^*_{\alpha} d\Omega = 0 \quad (1.65)
\]
Fig. 1.5. Fundamental state of displacements and tractions due to concentrated membrane forces.

Again, the fundamental state ($\cdot$)$^*$ is defined for concentrated generalised loads; in this case, two concentrated membrane forces at an arbitrary point $X' \in \Omega$, as shown in Fig. 1.5.

After introducing the direction of the load $\theta$ in Eq. (1.65):

$$0 = \int_{\Gamma} U^{*}_{\alpha \alpha} (X', x) \ell^{(i)} \alpha (x) d\Gamma (x) - \int_{\Gamma} T^{(i)*}_{\alpha \alpha} (X', x) u_{\alpha} (x) d\Gamma (x)$$

$$+ \int_{\Omega} N^{(i)*}_{\alpha \beta, \beta} (X', X) u_{\alpha} (X) d\Omega (X) + \int_{\Omega} U^{*}_{\alpha \alpha} (X', X) f^{m}_{\alpha} (X) d\Omega (X)$$

(1.66)

The fundamental state ($\cdot$)$^*$ is chosen, such that:

$$N^{(i)*}_{\alpha \beta, \beta} (X', X) + \delta (X', X) \delta_{\alpha \alpha} = 0$$

(1.67)

Using the property of the Dirac Delta function (1.57) and Eq. (1.67), Eq. (1.66) can be rewritten for an internal source point $X'$ as follows:

$$u_{\alpha} (X') + \int_{\Gamma} T^{(i)*}_{\alpha \alpha} (X', x) u_{\alpha} (x) d\Gamma (x)$$

$$= \int_{\Gamma} U^{*}_{\alpha \alpha} (X', x) \ell^{(i)} \alpha (x) d\Gamma (x) + \int_{\Omega} U^{*}_{\alpha \alpha} (X', X) f^{m}_{\alpha} (X) d\Omega (X)$$

(1.68)

where $U^{*}_{\alpha \alpha} (X', x)$ and $T^{(i)*}_{\alpha \alpha} (X', x)$ are the fundamental solutions for in-plane displacements and membrane tractions, respectively, and are given in Aliabadi.$^1$ They represent displacements or tractions at the field point $x$ or $X$ in the direction $\alpha$ due to unit load applied at the source point $X'$ in the direction $\theta$. 
As mentioned previously, the upper index \((i)\) on the tractions refers to the in-plane displacement. After introducing \(f^m_{\alpha}(X)\) from Eq. (1.35) and using the following relation:

\[
t_{\alpha} = t_{\alpha}^{(i)} + t_{\alpha}^{(n)} + t_{\alpha}^{(n)} = N_{\alpha\beta}^{(i)} n_{\beta} + N_{\alpha\beta}^{(n)} n_{\beta} + N_{\alpha\beta}^{(n)} n_{\beta}
\]  

(1.69)

Equation (1.68) can be written as follows:

\[
u\theta(X') + \int_{\Gamma} T_{\alpha}^{(i)*}(X',x) u_{\alpha}(x) \, d\Gamma(x)
\]

\[
+ \int_{\Gamma} U_{\alpha\beta}(X',x) B [k_{\alpha\beta}(1-\nu) + \nu \delta_{\alpha\beta} k_{\phi\phi}] \, w_3(x) n_\beta(x) \, d\Gamma(x)
\]

\[
- \int_{\Omega} U_{\alpha\beta}(X',X) B [k_{\alpha\beta}(1-\nu) + \nu \delta_{\alpha\beta} k_{\phi\phi}] \, w_3(x) n_\beta(X) \, d\Omega(X)
\]

\[
- \int_{\Omega} U_{\alpha\beta}(X',X) N_{\alpha\beta}(X) \, d\Omega(X)
\]

\[
+ \int_{\Gamma} U_{\alpha\beta}(X',x) n_{\beta}(x) \, d\Gamma(x)
\]

\[
= \int_{\Gamma} U_{\alpha\beta}(X',x) t_{\alpha}(x) \, d\Gamma(x)
\]

\[
+ \int_{\Omega} U_{\alpha\beta}(X',X) q_{\alpha}(X) \, d\Omega(X)
\]  

(1.70)

Equation (1.70) is the geometrically non-linear integral representation for in-plane displacement of shear deformable shallow shell theory.

1.5. Boundary Integral Equations

In the case where the collocation point is taken to the boundary, \(X' \to x' \in \Gamma\); and the integration process is performed, there will be a boundary region where the distance, \(r\), tends to zero. Assuming that the displacements \(w_i\) and \(u_\theta\) satisfy the Hölder continuity,

\[
|w_i(x) - w_i(x')| < Ar^\alpha; \quad A : \text{constant}, \text{ and } 0 < \alpha \leq 1
\]  

(1.71)

and analysing the limit of a semi-circular domain with boundary \(\Gamma'\) and radius \(\varepsilon\) centred at the source point \(x'\), as shown in Fig. 1.6, rotations and
boundary and domain integrals involving the displacement fundamental solutions ($U_{\theta \alpha}^*$ and $W_{ij}^*$) contain weakly singular or regular kernels that lead to no jump terms and therefore exist in the limit in the normal sense. Boundary integrals involving the traction fundamental solutions ($T_{\theta \alpha}^{(i)}$ and $P_{ij}^*$) contain a strong singularity of $O(1/r)$ and therefore will lead to a jump term and will exist in the limit as a Cauchy principal value integral. After performing all the limiting processes, Eqs. (1.72–1.73) can
be written as follows:

\[ c_{ij}(x')w_j(x') + \int_\Gamma P_{ij}^*(x', x)w_j(x) \, d\Gamma(x) \]

\[ = \int_\Gamma W_{ij}^*(x', x)p_j(x) \, d\Gamma(x) + \int_\Omega W_{ij}^*(x', X)f_j^0(x) \, d\Omega(X) \quad (1.74) \]

and

\[ c_{\theta\alpha}(x')u_\alpha(x') + \int_\Gamma T_{\theta\alpha}^*(x', x)u_\alpha(x) \, d\Gamma(x) \]

\[ = \int_\Gamma U_{\theta\alpha}^*(x', x)t_\alpha(x) \, d\Gamma(x) + \int_\Omega U_{\theta\alpha}^*(x', X)f_{\alpha m}^m(x) \, d\Omega(X) \quad (1.75) \]

where \( f \) denotes a Cauchy principal value integral and \( x', x \in \Gamma \) are source and field points, respectively. \( c_{ij}(x') \) represent the jump terms, whose value is equal to \( \frac{1}{2}\delta_{ij} \) when \( x' \) is located on a smooth boundary.

Using Eqs. (1.34–1.35) and (1.69), Eqs. (1.74–1.75) can be rewritten as:

\[ c_{ij}(x')w_j(x') + \int_\Gamma P_{ij}^*(x', x)w_j(x) \, d\Gamma(x) \]

\[ = \int_\Gamma W_{ij}^*(x', x)p_j(x) \, d\Gamma(x) \]

\[ - \int_\Omega k_{\alpha\beta} B \frac{1 - \nu}{2} \left( u_{\alpha,\beta}(X) + u_{\beta,\alpha}(X) + \frac{2\nu}{1 - \nu} u_{\phi,\phi}(X) \delta_{\alpha\beta} \right) \]

\[ \times W_{ij}^*(x', X) \, d\Omega(X) \]

\[ - \int_\Omega k_{\alpha\beta} B \left[ (1 - \nu) k_{\beta\gamma} + \nu \delta_{\alpha\beta} k_{\gamma\gamma} \right] w_3(X) W_{ij}^*(x', X) \, d\Omega(X) \]

\[ - \int_\Omega W_{ij}^*(x', X) k_{\alpha\beta} N_{\alpha\beta}^{(n)}(X) \, d\Omega(X) + \int_\Omega W_{ij}^*(x', X) q_3(X) \, d\Omega(X) \]

\[ + \int_\Omega W_{ij}^*(x', X) (N_{\alpha\beta}(X) w_{3,\beta}(X))_\alpha \, d\Omega(X) \quad (1.76) \]

and

\[ c_{\theta\alpha}(x')u_\alpha(x') + \int_\Gamma T_{\theta\alpha}^*(x', x)u_\alpha(x) \, d\Gamma(x) \]

\[ + \int_\Gamma U_{\theta\alpha}^*(x', x) B \left[ k_{\alpha\beta} (1 - \nu) + \nu \delta_{\alpha\beta} k_{\phi\phi} \right] w_3(x) u_{\beta}(x) \, d\Gamma(x) \]
Equations (1.76–1.77) are the boundary geometrically non-linear integral representation for rotations and out-of-plane displacement and in-plane displacements, respectively. It is important to mention that, due to the curvature terms (containing $k_{\alpha\beta}$) or non-linear terms, Eqs. (1.76–1.77) have to be solved simultaneously and not only for collocation at boundary points $x$ but also at domain points $X$.

By applying the divergence theorem, the last domain integral in Eq. (1.76) can be transferred to the boundary, in the case of a uniform domain load ($q_3 = \text{constant}$):

$$\int_{\Omega} W_{3}^{*}(\mathbf{x'}, \mathbf{X}) q_3(\mathbf{X}) d\Omega(\mathbf{X}) = q_3 \int_{\Gamma} V_{\alpha}^{*}(\mathbf{x'}, \mathbf{x}) n_{\alpha}(\mathbf{x}) d\Gamma(\mathbf{x}) \quad (1.78)$$

where $V_{\alpha}^{*}$ are the particular solutions of the Eq. $V_{\alpha}^{*} = W_{3}^{*}$. For not uniform $q_3$, the transformation of domain integrals can be carried out by using the dual reciprocity technique.

### 1.6. Stresses in Shear Deformable Plates/Shallow Shells

Once the values of displacements and tractions are known, displacements and stresses at any point in the structure can be obtained as a post processing procedure. In the case of internal stresses, evaluation can be directly performed by derivation of the displacement integral equation and substitution in the displacement-strain (kinematics) and strain-stress (constitutive) relationships.

In the case of boundary stresses, two different methods can be used. The indirect approach relies on the use of boundary tractions and displacements obtained from the BEM solution in a local coordinate system where tangential strains are calculated by differentiation of the shape functions. Later, these strains are used to obtain stresses by means of Hooke’s law. In the direct approach, stresses are obtained directly from the integral equations for stresses. The direct approach is mathematically very cumbersome because of the singularities involved in the boundary integrals.
1.6.1. Internal stress resultants

Evaluation of stresses at any domain point in the structure can be obtained when derivatives of Eqs. (1.58) and (1.68), with respect to the source point $X'$ are introduced in Eqs. (1.25–1.26) and (1.36)\(^9,47\):

$$M_{\alpha\beta} (X') = \int_{\Gamma} W_{\alpha\beta k}(X', x)p_k(x)d\Gamma(x) - \int_{\Gamma} P_{\alpha\beta k}(X', x)w_k(x)d\Gamma(x) + \int_{\Omega} W_{\alpha\beta 3}(X', X)f_3(X)d\Omega(X) \quad (1.79)$$

$$Q_{\beta} (X') = \int_{\Gamma} W_{3\beta k}(X', x)p_k(x)d\Gamma(x) - \int_{\Gamma} P_{3\beta k}(X', x)w_k(x)d\Gamma(x) + \int_{\Omega} W_{3\beta 3}(X', X)f_3(X)d\Omega(X) \quad (1.80)$$

and

$$N_{\alpha\beta} (X') = \int_{\Gamma} U_{\alpha\beta \gamma}(X', x)t^{(i)}_{\gamma}(x)d\Gamma(x) - \int_{\Gamma} T_{\alpha\beta \gamma}(X', x)u_{\gamma}(x)d\Gamma(x) + \int_{\Omega} U_{\alpha\beta \gamma}(X', X)f_{\gamma m}(X)d\Omega(X) + B \left[ (1 - \nu)k_{\alpha\beta} + \nu\delta_{\alpha\beta}k_{\phi\phi} \right] w_3 (X')$$

$$+ B \frac{1 - \nu}{2} \left( w_{3,\alpha} (X') w_{3,\beta} (X') + \frac{\nu}{1 - \nu} w_{3,\gamma} (X') w_{3,\gamma} (X') \delta_{\alpha\beta} \right) \quad (1.81)$$

The body force terms $f_3$ and $f_{\gamma m}$ are given by Eqs. (1.34–1.35) and $t^{(i)}$ by Eq. (1.69). The kernels $W_{ij k}$, $P_{ij k}$, $U_{\alpha\beta \gamma}$, $T_{\alpha\beta \gamma}$ and $Q_{ij \gamma}$ are linear combinations of the first derivatives of the first derivatives of $W_{ij}$, $P_{ij}$, $U_{\alpha\beta}$, $T_{\alpha\beta}$ and $V_{ij \beta}$, respectively. The expression for all these kernels was derived by Van der Weeën\(^42\) and are given in Aliabadi.\(^1\)

1.6.2. Boundary stress resultants: indirect approach

Let’s consider a local coordinate system at a boundary source point $X'$, as shown in Fig. 1.7. Generalised local displacements ($w^{\alpha}_{i}$, $u^{\beta}_{i}$) and tractions...
$\left( p^o_i, t^o_\theta \right)$ at $x'$ are related to global displacements $(w, u_\theta)$ and tractions $(p_i, t_\theta)$, as follows:

$$w^o_i = e^o_{ij} w_j \quad \text{and} \quad u^o_\theta = e^o_{\gamma\gamma} u_\gamma$$

$$p^o_i = e^o_{ij} p_j \quad \text{and} \quad t^o_\theta = e^o_{\gamma\gamma} t_\gamma$$

(1.82)

where $e^o_{ij}$ is the rotation matrix and can be written in terms of the known normal components as:

$$e^o_{ij} = \begin{bmatrix} n_1 & n_2 & 0 \\ -n_2 & n_1 & 0 \\ 0 & 0 & 1 \end{bmatrix}$$

(1.83)

Stress resultants at the local coordinate system can be obtained from equilibrium considerations at the boundary as follows:

$$M^o_{\alpha 1} = p^o_\alpha$$

$$Q^o_1 = p^o_3$$

$$N^o_{1\alpha} = t^o_\alpha$$

(1.84)

The remaining stress resultants on the local coordinate system can be obtained with Eqs. (1.25–1.26) and (1.36):

$$M^o_{22} = \nu p^o_1 + D \left( 1 - \nu^2 \right) w^o_{2,2}$$

$$Q^o_2 = \frac{D(1-\nu)\lambda^2}{2} (w^o_2 + w^o_{3,2})$$
The non-linear term in Eq. (1.85) is given by the term in square brackets. As can be seen from Eq. (1.85), derivatives of the local displacements \((w_{0,2}, w_{0,3}, w_{2,2})\) have to be computed in order to obtain some of the local stress resultants. This can be achieved by first expressing the local displacements as a product of the shape functions \(\Phi^m\) and the nodal displacements as follows:

\[
w_j^o = \sum_{m=1}^{3} \Phi^m w_{jn}^m
\]

\[
u_\theta = \sum_{m=1}^{3} \Phi^m u_{\theta n}^m
\]

(1.86)

Now, the displacement derivatives in Eq. (1.85) can be obtained from:

\[
w_{j,2} = \sum_{m=1}^{3} \Phi^m w_{jn}^m = \sum_{m=1}^{3} \frac{\partial \Phi^m}{\partial \xi} e_{jn}^m \frac{\partial \xi}{\partial x_2(x')}
\]

\[
u_{\theta,2} = \sum_{m=1}^{3} \Phi^m u_{\theta n}^m = \sum_{m=1}^{3} \frac{\partial \Phi^m}{\partial \xi} e_{\theta n}^m \frac{\partial \xi}{\partial x_2(x')}
\]

(1.87)

where \(\frac{\partial \xi}{\partial x_2(x')}\) is given by the inverse of the Jacobian:

\[
\frac{\partial \xi}{\partial x_2(x')} = \frac{1}{J(x')}
\]

(1.88)

The local curvature term \(k_{22}^o\) can be obtained following a similar strategy:

\[
k_{22}^o = n_2^3 k_{11} + n_1^2 k_{22}
\]

(1.89)

Global stress resultants can now be obtained using the following transformation:

\[
M_{\alpha \beta} = e_{\beta \alpha}^o e_{\gamma \beta}^o M_{\beta \gamma}^o
\]

\[
Q_\alpha = e_{\beta \alpha}^o Q_\beta^o
\]

\[
N_{\alpha \beta} = e_{\beta \alpha}^o e_{\gamma \beta}^o N_{\beta \gamma}^o
\]

(1.90)
1.6.3. Boundary stress resultants: direct approach

The direct approach for boundary stress resultants is based on Eqs. (1.79–1.81) when \( x' \) approaches the boundary point \( x' \). The same procedure used for the displacement integral equations is adopted. Considering the limit of a semi-circular domain with boundary \( \Gamma^* \) and radius \( \varepsilon \) centered at the source point \( x' \), as shown in Fig. 1.6, Eqs. (1.79–1.81) can be rewritten as follows:

\[
M_{\alpha\beta}(x') + \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} P_{\alpha\beta\gamma}^*(x', x) w_\gamma(x) d\Gamma(x) \\
+ \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} P_{\alpha\beta3}^*(x', x) w_3(x) d\Gamma(x) \\
= \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} W_{\alpha\beta\gamma}^*(x', x) p_\gamma(x) d\Gamma(x) \\
+ \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} W_{\alpha\beta3}^*(x', x) p_3(x) d\Gamma(x) \\
+ \lim_{\varepsilon \to 0} \int_\Omega W_{\alpha\beta3}^*(x', X) f_3^b(X) d\Omega(X); \quad (1.91)
\]

\[
Q_{\beta}(x') + \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} P_{\beta\gamma3}^*(x', x) w_\gamma(x) d\Gamma(x) \\
+ \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} P_{\beta3\gamma}^*(x', x) w_3(x) d\Gamma(x) \\
= \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} W_{\beta\gamma3}^*(x', x) p_\gamma(x) d\Gamma(x) \\
+ \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} W_{\beta3\gamma}^*(x', x) p_3(x) d\Gamma(x) \\
+ \lim_{\varepsilon \to 0} \int_\Omega W_{\beta3\gamma}^*(x', X) f_3^b(X) d\Omega(X) \quad (1.92)
\]

and,

\[
N_{\alpha\beta}(x') + \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} T_{\alpha\beta\gamma}^{(i)}(x', x) u_\gamma(x) d\Gamma(x) \\
= \lim_{\varepsilon \to 0} \int_{\Gamma - \Gamma \varepsilon + \Gamma^*} U_{\alpha\beta\gamma}^*(x', x) t_{\gamma}^{(i)}(x) d\Gamma(x) \\
+ \lim_{\varepsilon \to 0} \int_\Omega U_{\alpha\beta\gamma}^*(x', X) f_m^i(X) d\Omega(X)
\]
Several integrals in Eqs. (1.91–1.92) were split due to the different levels of their singularity. A detailed description of the treatment of these singularities can be found in Dirgantara,\(^8\) including the derivation of jump terms that arise from the limiting process of some integrals. Equations (1.91–1.92) represent the bending and shear stress resultant boundary integral equations, respectively, while Eq. (1.93) represents the membrane stress resultant boundary integral equation.

Due to the singularity level in some of these integrals, the generalised displacements \(w\), and the generalised tractions \(p\), and \(t\), are required to be \(C^{1,\alpha}(0 < \alpha < 1)\) and \(C^{0,\alpha}(0 < \alpha < 1)\) for the principal value integrals to exist. In order to satisfy this requirement, the point \(x'\) is assumed to be on a smooth boundary, and this is achieved by using totally discontinuous elements.

Taking into account all the limits and the jump terms as \(\varepsilon \to 0\) for a source point on a smooth boundary, stress resultant integral equations are obtained as follows:

\[
\begin{align*}
\frac{1}{2} M_{\alpha\beta}(\mathbf{x}') &+ \int_{\Gamma} P_{\alpha\beta\gamma}^*(\mathbf{x}', \mathbf{x}) w_{\gamma}(\mathbf{x}) d\Gamma(\mathbf{x}) + \int_{\Gamma} P_{\alpha\beta\gamma}^*(\mathbf{x}', \mathbf{x}) w_{\gamma}(\mathbf{x}) d\Gamma(\mathbf{x}) \\
&= \int_{\Omega} W_{\alpha\beta\gamma}(\mathbf{x}', \mathbf{x}) p_{\gamma}(\mathbf{x}) d\Omega(\mathbf{x}) + \int_{\Omega} W_{\alpha\beta\gamma}(\mathbf{x}', \mathbf{x}) p_{\gamma}(\mathbf{x}) d\Omega(\mathbf{x}) \\
&+ \int_{\Omega} W_{\alpha\beta\gamma}(\mathbf{x}', \mathbf{x}) f_{\beta}^i(\mathbf{x}) d\Omega(\mathbf{x}) \\
\frac{1}{2} Q_{\beta}(\mathbf{x}') &+ \int_{\Gamma} P_{\beta\gamma\delta}^*(\mathbf{x}', \mathbf{x}) w_{\gamma}(\mathbf{x}) d\Gamma(\mathbf{x}) + \int_{\Gamma} P_{\beta\gamma\delta}^*(\mathbf{x}', \mathbf{x}) w_{\gamma}(\mathbf{x}) d\Gamma(\mathbf{x}) \\
&= \int_{\Omega} W_{\beta\gamma\delta}(\mathbf{x}', \mathbf{x}) p_{\delta}(\mathbf{x}) d\Omega(\mathbf{x}) + \int_{\Omega} W_{\beta\gamma\delta}(\mathbf{x}', \mathbf{x}) p_{\delta}(\mathbf{x}) d\Omega(\mathbf{x}) \\
&+ \int_{\Omega} W_{\beta\gamma\delta}(\mathbf{x}', \mathbf{x}) f_{\gamma}^b(\mathbf{x}) d\Omega(\mathbf{x}) \\
\frac{1}{2} N_{\alpha\beta}(\mathbf{x}') &+ \int_{\Gamma} T_{\alpha\beta\gamma}(\mathbf{x}', \mathbf{x}) u_{\gamma}(\mathbf{x}) d\Gamma(\mathbf{x}) \\
&= \int_{\Omega} U_{\alpha\beta\gamma}(\mathbf{x}', \mathbf{x}) \tau_{\gamma}(\mathbf{x}) d\Omega(\mathbf{x})
\end{align*}
\]
\[ + \int_{\Omega} U^{*}_{\alpha\beta\gamma}(x', X) f^{n}_{\alpha}(X) d\Omega(X) + \frac{1}{2} B \left[ (1 - \nu) \delta_{\alpha\beta} + \nu \delta_{\alpha\beta} \kappa_{\phi\phi} \right] w_{3}(x') \]
\[ + B \frac{1 - \nu}{2} \left( w_{3,\alpha}(x') w_{3,\beta}(x') + \frac{\nu}{1 - \nu} w_{3,\gamma}(x') w_{3,\gamma}(x') \delta_{\alpha\beta} \right) \]

where \( \oint \) denotes a Hadamard principal value integral. Equations (1.94–1.96) represent eight stress resultant integral equations for boundary point \( x' \) on a smooth boundary \( \Gamma \).

### 1.7. Non-linear Terms

#### 1.7.1. Boundary non-linear terms

After a closer look at the non-linear system of Eqs. (1.76–1.77), a limitation can be found due to the presence of the following non-linear term at the boundary:

\[ \int_{\Gamma} U^{*}_{\theta\alpha}(X', x) N^{(n)}_{\alpha\beta}(x) n_{\beta}(x) d\Gamma(x) \]

The limitation arises because the non-linear membrane stress \( N^{(n)}_{\alpha\beta} \) depends on derivatives of the out-of-plane deflection as shown by Eq. (1.36). The boundary integral equation for \( w_{\alpha}(x') \) will lead to an equations similar to (1.94–1.96). As mentioned before, Eqs. (1.94–1.96) are mathematically very cumbersome because of the singularities involved in the boundary integrals and therefore are only recommended for use in special cases. In the large deflection analysis proposed by Dirgantara and Aliabadi, this limitation was overcome by just considering linear in-plane tractions in the integral representations. Let’s first recall the following relationship for the membrane tractions:

\[ t_{\alpha}(x) = N_{\alpha\beta}^{(i)}(x) n_{\beta}(x) + N_{\alpha\beta}^{(ii)}(x) n_{\beta}(x) + N_{\alpha\beta}^{(n)}(x) n_{\beta}(x) \]

Therefore, non-linear and total membrane tractions can be written as,

\[ t_{\alpha}^{(i)}(x) = t_{\alpha}^{(i)}(x) + t_{\alpha}^{(ii)}(x) = t_{\alpha}(x) - t_{\alpha}^{(n)} \]

It is possible to write Eq. (1.77) as follows:

\[ c_{\theta\alpha}(x') u_{\alpha}(x') + \int_{\Gamma} T_{\theta\alpha}^{(i)}(x', x) u_{\alpha}(x) d\Gamma(x) \]
\[ + \int_{\Gamma} U_{\theta\alpha}^{*}(x', x) B \left[ k_{\alpha\beta} (1 - \nu) + \nu \delta_{\alpha\beta} \kappa_{\phi\phi} \right] w_{3}(x) n_{\beta}(x) d\Gamma(x) \]
The use of linear membrane tractions $t_{\alpha}^{(l)}$ in the integral Eq. (1.98), does not reduce the general performance of the formulation, but it limits the type of boundary conditions that can be analysed. In other words, as long as total membrane tractions $t_{\alpha}$ are not required to be known (input or output data), the formulation can be used.

1.7.2. Domain non-linear terms

Non-linear terms in Eqs. (1.76) and (1.98) include primarily derivatives of the out-of-plane displacement $w_{3,\beta}$ and total membrane stress resultants $N_{\alpha\beta}$. These non-linear terms are needed in order to solve the non-linear system of equations. Dirgantara and Aliabadi\(^9\) derived these terms from the displacement integral Eqs. (1.59) and (1.70) as follows:

$$w_{3,\theta}(X') + \int_{\Gamma} P_{3j,\theta}^{*}(X', x) w_j(x) d\Gamma(x)$$

$$= \int_{\Gamma} W_{3j,\theta}^{*}(X', x) p_j(x) d\Gamma(x)$$

$$- \int_{\Omega} W_{33,\theta}^{*}(X', X) k_{\alpha\beta} B \frac{1-\nu}{2}$$

$$\times \left( u_{\alpha,\beta}(X) + u_{\beta,\alpha}(X) + \frac{2\nu}{1-\nu} u_{\phi,\phi}(X) \delta_{\alpha\beta} \right) d\Omega(X)$$

$$- \int_{\Omega} W_{33,\theta}^{*}(X', X) k_{\alpha\beta} B (1-\nu) k_{\alpha\beta} + \nu \delta_{\alpha\beta} k_{\phi\phi} w_3(X) d\Omega(X)$$

$$- \int_{\Omega} W_{33,\theta}^{*}(X', X) k_{\alpha\beta} N_{\alpha\beta}^{(n)}(X) d\Omega(X)$$

$$+ \int_{\Omega} W_{33,\theta}^{*}(X', X) (N_{\alpha\beta}(X) w_{3,\beta}(X))_{\alpha} d\Omega(X)$$

$$+ \int_{\Omega} W_{33,\theta}^{*}(X', X) q_3(X) d\Omega(X)$$

(1.99)
And for linear membrane stress resultants, Eq. (1.81) can be rewritten as,

$$N_{\alpha\beta}^{(l)}(X') + \int_{\Gamma} T_{\alpha\beta\gamma}^{(i)*}(X', x) u_{\gamma}(x) d\Gamma(x) = \int_{\Gamma} U_{\alpha\beta\gamma}(X', x) t_{\gamma}^{(l)}(x) d\Gamma(x)$$

$$- \int_{\Gamma} U_{\alpha\beta\gamma}(X', x) B [k_{\gamma\theta}(1 - \nu) + \nu \delta_{\gamma\theta} k_{\phi\phi}] w_{3}(x) u_{\theta}(x) d\Gamma(x)$$

$$+ \int_{\Omega} U_{\alpha\beta\gamma}(X', X) N_{\gamma\theta,\theta}(X) d\Omega(X) + \int_{\Omega} U_{\alpha\beta\gamma}(X', X) q_{\gamma}(X) d\Omega(X)$$

$$+ B [(1 - \nu) k_{\alpha\beta} + \nu \delta_{\alpha\beta} k_{\phi\phi}] w_{3}(X')$$

Recalling Eq. (1.36), the total in-plane membrane stress resultant is given by:

$$N_{\alpha\beta}(X') = N_{\alpha\beta}^{(l)}(X') + N_{\alpha\beta}^{(n)}(X')$$

where:

$$N^{(n)}_{\alpha\beta}(X') = B \frac{1 - \nu}{2} \left( w_{3,\alpha}(X') w_{3,\beta}(X') + \frac{\nu}{1 - \nu} w_{3,\gamma}(X') w_{3,\gamma}(X') \delta_{\alpha\beta} \right)$$

1.7.3. Derivatives of non-linear terms

Non-linear terms can be approximated by

$$S(x_1, x_2) = \sum_{m=1}^{M} f(r) \alpha^m$$

where $S$ can be either $N^{(n)}_{\alpha\beta}(X)$ or $(N_{\alpha\beta}(X) w_{3,\beta}(X))$. $\alpha^m$ are coefficients which can be determined by the values at selected domain points, and the approximating function is given as

$$f(r) = \sqrt{c^2 + r^2}$$

where $c$ is a constant and $r = \sqrt{(x_1 - x_1^m)^2 + (x_2 - x_2^m)^2}$. 
By substituting Eq. (1.102) into Eq. (1.101), the derivatives of non-linear terms can be obtained as follows:

\[ S_{\alpha}(x_1, x_2) = \sum_{m=1}^{M} \frac{(x_\alpha - x_\alpha^m)\alpha^m}{\sqrt{c^2 + r^2}} \]  

(1.103)

Using Eq. (1.103), the derivatives of non-linear terms in the domain \( \Omega \) can be determined, namely \( N_{\alpha\beta}^{(n)}(X), \alpha \) and \( (N_{\alpha\beta}(X) w_{3,\beta}(X))_{\alpha} \).

1.8. Transformation of Domain Integrals (The Dual Reciprocity Method)

There are several techniques for the treatment of domain integrals in BEM. Some of the most important are the analytical integration of the domain integrals, the multiple reciprocity method and the dual reciprocity method. Out of all of these methods, the Dual Reciprocity Method (DRM) constitutes the most general technique other than domain cell integration.

The DRM is based on the use of a series of particular solutions, \( \tilde{u}_m \), instead of a single function, \( u \), of the differential equation. The number of \( \tilde{u}_m \) used is equal to the total number of selected nodes in the problem. If there are \( N \) boundary nodes and \( L \) domain points, there could be \( N + L \) values of \( \tilde{u}_m \).

It is assumed that the domain terms in the non-linear system of integral equations presented in the previous sections can be approximated by,

\[ b = \sum_{m=1}^{M} f^m(r)\alpha^m \]  

(1.104)

where \( f^m(r) \) are approximating functions, \( \alpha^m \) are a set of initially unknown coefficients, \( r \) denotes the distance between the calculating point and the selected point in the domain \( \Omega \), and \( M \) is the total number of selected points. To obtain \( \alpha^m \), Eq. (1.104) may be inverted to give

\[ \alpha = F^{-1}b \]  

(1.105)

where \( F \) consists of a vector \( f^m \) determined from Eq. (1.104). A complete description of the DRM can be found in the book by Partridge et al.\(^{28}\)

The domain integrals in Eqs. (1.76) and (1.98) are:

\[ I_{1i}^D = \int_{\Omega} W_{i3}^* w_{3} d\Omega, \quad I_{2i}^D = \int_{\Omega} W_{i3}^* \frac{\partial u_1}{\partial x_1} d\Omega, \]
\begin{align*}
I_{3i}^D &= \int_\Omega W_{i3}^* \frac{\partial u_2}{\partial x_2} \, d\Omega, \quad I_{4i}^D = \int_\Omega W_{i3} q_3^* \, d\Omega \\
I_{5a}^D &= \int_\Omega U_{a1}^* \frac{\partial w_3}{\partial x_1} \, d\Omega, \quad I_{6a}^D = \int_\Omega U_{a2}^* \frac{\partial w_3}{\partial x_2} \, d\Omega \\
I_{7a}^D &= \int_\Omega U_{a3} q_3^* \, d\Omega
\end{align*}

where,

\[ q_3^* = q_3 - k_{\alpha\beta} N_{\alpha\beta}^{(n)} + (N_{\alpha\beta} w_{3,\beta})_{\alpha} \]

and

\[ q_3^* = q_3 + N_{\beta\alpha}^{(n)} \}

The above domain integrals are transferred to the boundary by employing the dual reciprocity technique as described by Wen et al.\cite{45,46}

Using the particular solution \( \hat{w}_3^{mk} \), which satisfies the differential equation,

\[ L_{b,adj}^{a,k} \hat{w}_3^{mk} = 0 \quad \text{and} \quad L_{b,adj}^{3,k} \hat{w}_3^{mk} = f_m^m(r) \]

where \( L_{b,adj}^{a,k} \) and \( L_{b,adj}^{3,k} \) are adjoint operators of the original differential operator \( L_{b}^{a,k} \) for the plate bending problem in Eq. (1.37), the boundary integral equations for plate bending problem becomes

\begin{align*}
c_{ik}(x') \hat{w}_3^{mk}(x') &= \int_\Gamma W_{ik}(x', x) \hat{p}_{mk}^3 (x) \, d\Gamma (x) - \int_\Gamma P_{ik}^* (x', x) \hat{w}_3^{mk} (x) \, d\Gamma (x) \\
&+ \int_\Omega W_{i3}^* (x', X) f_m^m(r) \, d\Omega(X)
\end{align*}

(1.107)

which implies that

\begin{align*}
I_{1i}^D &= \sum_{m=1}^{M^r} \left[ c_{ik}(x') \hat{w}_3^{mk}(x') - \int_\Gamma W_{ik}^* (x', x) \hat{p}_{mk}^3 (x) \, d\Gamma (x) \\
&+ \int_\Gamma P_{ik}^* (x', x) \hat{w}_3^{mk} (x) \, d\Gamma (x) \right] F^{-1} \hat{w}_3
\end{align*}

(1.108)

Similar to the previous procedure, the following plate bending differential equations are considered for the case of \( I_{2i}^D \) and \( I_{4i}^D \):

\[ L_{b,adj}^{3,k} \hat{w}_3^{\gamma} = 0 \quad \text{and} \quad L_{b,adj}^{\gamma,k} \hat{w}_3^{\gamma} = \frac{\partial F_m(r)}{\partial x_\gamma} = \frac{x_3}{r} \]
This leads to the following expressions:

\[ I_{D1}^2 = \sum_{m=1}^{M_r} \left[ c_{ik}(x') \hat{w}_{mk}(x') - \int_{\Gamma} W_{ik}(x', x)p_{mk}^3(x) d\Gamma(x) + \int_{\Gamma} P^r_{ik}(x', x) \hat{w}_{mk}(x) d\Gamma(x) \right] \mathbf{F}^{-1} \mathbf{u}_1 (1.109) \]

and

\[ I_{D1}^3 = \sum_{m=1}^{M_r} \left[ c_{ik}(x') \hat{w}_{mk}^2(x') - \int_{\Gamma} W_{ik}(x', x)p_{mk}^3(x) d\Gamma(x) + \int_{\Gamma} P^r_{ik}(x', x) \hat{w}_{mk}^2(x) d\Gamma(x) \right] \mathbf{F}^{-1} \mathbf{u}_2 (1.110) \]

In the particular case of the pseudo transversal body force, the domain integral \( I_{D1}^4 \) can be obtained with the same particular solutions of Eq. (1.108):

\[ I_{D1}^4 = \sum_{m=1}^{M_r} \left[ \hat{w}_{mi}(x') - \int_{\Gamma} U_{ik}(x', x)p_{mk}^3(x) d\Gamma(x) + \int_{\Gamma} T^r_{ik}(x', x) \hat{w}_{mk}^3(x) d\Gamma(x) \right] \mathbf{F}^{-1} q^* (1.111) \]

\( I_{D1}^5 \) can be evaluated from the particular solution \( \hat{u}_{m\alpha}^1 \) for two-dimensional plane stress elasticity problems, that satisfy the differential equation

\[ L_{1\alpha}^{m,adj} \hat{u}_{m\alpha}^1 = \frac{\partial F_m(r)}{\partial x_1} = \frac{x_1}{r} \quad \text{and} \quad L_{2\alpha}^{m,adj} \hat{u}_{m\alpha}^1 = 0 \]

to give

\[ I_{D1}^5 = \sum_{m=1}^{M_r} \left[ c_{\alpha\beta}(x') \hat{u}_{m\beta}^1(x') - \int_{\Gamma} U_{\alpha\beta}(x', x) \hat{u}_{m\beta}^1(x) d\Gamma(x) + \int_{\Gamma} T_{\alpha\beta}(x', x) \hat{u}_{m\beta}^1(x) d\Gamma(x) \right] \mathbf{F}^{-1} w_3 (1.112) \]

The domain integral \( I_{D1}^6 \) can be obtained from the particular solution \( \hat{u}_{m\alpha}^2 \) for two-dimensional plane stress elasticity problems, that satisfy the
differential equation
\[ L_{1\alpha}^{m,adj} \hat{u}_{m\alpha}^2 = 0 \quad \text{and} \quad L_{2\alpha}^{m,adj} \hat{u}_{m\alpha}^2 = \frac{\partial F_m(r)}{\partial x_2} = \frac{x_2}{r} \]

to give
\[ I_D^{6\alpha} = \sum_{m=1}^M \left[ c_{\alpha\beta}(X') \hat{u}_{m\beta}^2(X') - \int_{\Gamma} U_{\alpha\beta}^*(X', x) \hat{u}_{m\beta}^2(x) d\Gamma(x) \right. \]
\[ \left. + \int_{\Gamma} T_{\alpha\beta}^*(X', x) \hat{u}_{m\beta}^2(x) d\Gamma(x) \right] F^{-1}w_3 \quad (1.113) \]

The domain integral \( I_D^{6\alpha} \) can be evaluated from the particular solution \( \hat{u}_{m\alpha}^\gamma \) for two-dimensional plane stress elasticity problems, that satisfy the differential equation
\[ L_{\alpha\beta}^{m,adj} \hat{u}_{m\beta}^\gamma = f^m(r)\delta_{\alpha\gamma} \]
to give
\[ I_D^{7\alpha} = \sum_{m=1}^M \left[ \hat{u}_{m\alpha}^\gamma(X') - \int_{\Gamma} U_{\alpha\beta}^*(X', x) \hat{u}_{m\beta}^\gamma(x) d\Gamma(x) \right. \]
\[ \left. + \int_{\Gamma} T_{\alpha\beta}^*(X', x) \hat{u}_{m\beta}^\gamma(x) d\Gamma(x) \right] F^{-1}q_3^\gamma \quad (1.114) \]

The domain integrals in Eq. (1.99) are:
\[ I_D^{8\delta} = \int_{\Omega} W_{33,\delta}^* w_3 d\Omega, \quad I_D^{9\delta} = \int_{\Omega} W_{33,\delta}^* \frac{\partial u_3}{\partial x_1} d\Omega, \]
\[ I_D^{10\delta} = \int_{\Omega} W_{33,\delta}^* \frac{\partial u_3}{\partial x_2} d\Omega, \quad I_D^{11\delta} = \int_{\Omega} W_{33,\delta}^* q_3 d\Omega \quad (1.115) \]

and the domain integrals in Eqs. (1.79–1.81) and (1.100) are:
\[ I_D^{12\iota\beta} = \int_{\Omega} W_{133,\iota\beta}^* w_3 d\Omega, \quad I_D^{13\iota\beta} = \int_{\Omega} W_{133,\iota\beta}^* \frac{\partial u_3}{\partial x_1} d\Omega, \]
\[ I_D^{14\iota\beta} = \int_{\Omega} W_{133,\iota\beta}^* \frac{\partial u_3}{\partial x_2} d\Omega, \quad I_D^{15\iota\beta} = \int_{\Omega} W_{133,\iota\beta}^* q_3 d\Omega, \]
\[ I_D^{16\iota\alpha\beta} = \int_{\Omega} U_{\alpha\beta\gamma}^* \frac{\partial w_3}{\partial x_1} d\Omega, \quad I_D^{17\iota\alpha\beta} = \int_{\Omega} U_{\alpha\beta\gamma}^* \frac{\partial w_3}{\partial x_2} d\Omega, \]
\[ I_D^{18\iota\alpha\beta} = \int_{\Omega} U_{\alpha\beta\gamma}^* q_3 d\Omega \quad (1.116) \]
The same procedure and also the same particular solutions from the displacement integral equations can be used to transfer these integrals to the boundary.9,47 The domain integrals in Eqs. (1.115–1.116) are transferred to the boundary as follows,

\[
I^{D}_{90} = \sum_{m=1}^{M} \left[ \hat{w}^{3}_{m,3,0}(X') - \int_{\Gamma} W^{*}_{3j,0}(X',x) \hat{p}^{3}_{mj}(x) \, d\Gamma(x) \right. \\
+ \left. \int_{\Gamma} P^{*}_{3j,0}(X',x) \hat{w}^{3}_{mj}(x) \, d\Gamma(x) \right] \mathbf{F}^{-1} w_3 \tag{1.117}
\]

\[
I^{D}_{99} = \sum_{m=1}^{M} \left[ \hat{w}^{1}_{m,3,0}(X') - \int_{\Gamma} W^{*}_{3j,0}(X',x) \hat{p}^{1}_{mj}(x) \, d\Gamma(x) \right. \\
+ \left. \int_{\Gamma} P^{*}_{3j,0}(X',x) \hat{w}^{1}_{mj}(x) \, d\Gamma(x) \right] \mathbf{F}^{-1} u_1 \tag{1.118}
\]

\[
I^{D}_{109} = \sum_{m=1}^{M} \left[ \hat{w}^{2}_{m,3,0}(X') - \int_{\Gamma} W^{*}_{3j,0}(X',x) \hat{p}^{2}_{mj}(x) \, d\Gamma(x) \right. \\
+ \left. \int_{\Gamma} P^{*}_{3j,0}(X',x) \hat{w}^{2}_{mj}(x) \, d\Gamma(x) \right] \mathbf{F}^{-1} u_2 \tag{1.119}
\]

and,

\[
I^{D}_{11\theta} = \sum_{m=1}^{M} \left[ \hat{w}^{3}_{m,3,0}(X') - \int_{\Gamma} W^{*}_{3j,0}(X',x) \hat{p}^{3}_{mj}(x) \, d\Gamma(x) \right. \\
+ \left. \int_{\Gamma} P^{*}_{3j,0}(X',x) \hat{w}^{3}_{mj}(x) \, d\Gamma(x) \right] \mathbf{F}^{-1} q_3^* \tag{1.120}
\]

\[
I^{D}_{12\alpha\beta} = \sum_{m=1}^{M} \left[ \hat{M}^{3}_{m,\alpha\beta}(X') + \int_{\Gamma} P^{*}_{\alpha\beta j}(X',x) \hat{\rho}^{3}_{mj}(x) \, d\Gamma(x) \right. \\
- \left. \int_{\Gamma} W^{*}_{\alpha\beta j}(X',x) \hat{\rho}^{3}_{mj}(x) \, d\Gamma(x) \right] \mathbf{F}^{-1} w_3 \tag{1.121}
\]

\[
I^{D}_{123\beta} = \sum_{m=1}^{M} \left[ \hat{Q}^{3}_{m,\beta}(X') + \int_{\Gamma} P^{*}_{3j,\beta}(X',x) \hat{\rho}^{3}_{mj}(x) \, d\Gamma(x) \right. \\
- \left. \int_{\Gamma} W^{*}_{3j,\beta}(X',x) \hat{\rho}^{3}_{mj}(x) \, d\Gamma(x) \right] \mathbf{F}^{-1} w_3 \tag{1.122}
\]
The particular solutions \( \hat{w}^{\alpha}_{mk} \) and \( \hat{p}^{\alpha}_{mk} \), can be used for the domain integrals \( I_{13}^{D} \) and \( I_{14}^{D} \).

\[
I_{13\alpha\beta}^{D} = \sum_{m=1}^{M} \left[ \hat{M}_{m\alpha\beta}^{1}(X') + \int_{\Gamma} \hat{P}_{\alpha\beta j}(X', x) \hat{w}^{1}_{mj}(x) d\Gamma(x) - \int_{\Gamma} W^{\ast}_{\alpha\beta j}(X', x) \hat{p}^{1}_{mj}(x) d\Gamma(x) \right] \mathbf{F}^{-1}u_{1} \tag{1.123}
\]

\[
I_{133\beta}^{D} = \sum_{m=1}^{M} \left[ \hat{Q}_{m\beta}^{1}(X') + \int_{\Gamma} \hat{P}_{3\beta j}(X', x) \hat{w}^{1}_{mj}(x) d\Gamma(x) - \int_{\Gamma} W^{\ast}_{3\beta j}(X', x) \hat{p}^{1}_{mj}(x) d\Gamma(x) \right] \mathbf{F}^{-1}u_{1} \tag{1.124}
\]

and

\[
I_{14\alpha\beta}^{D} = \sum_{m=1}^{M} \left[ \hat{M}_{m\alpha\beta}^{2}(X') + \int_{\Gamma} \hat{P}_{\alpha\beta \gamma}(X', x) \hat{w}^{2}_{m\gamma}(x) d\Gamma(x) - \int_{\Gamma} W^{\ast}_{\alpha\beta \gamma}(X', x) \hat{p}^{2}_{mj}(x) d\Gamma(x) \right] \mathbf{F}^{-1}u_{2} \tag{1.125}
\]

\[
I_{143\beta}^{D} = \sum_{m=1}^{M} \left[ \hat{Q}_{m\beta}^{2}(X') + \int_{\Gamma} \hat{P}_{3\beta j}(X', x) \hat{w}^{2}_{mj}(x) d\Gamma(x) - \int_{\Gamma} W^{\ast}_{3\beta j}(X', x) \hat{p}^{2}_{mj}(x) d\Gamma(x) \right] \mathbf{F}^{-1}u_{2} \tag{1.126}
\]

Domain integral \( I_{15}^{D} \) can be obtained from Eqs. (1.121–1.122) by replacing \( w_{3} \) with \( q_{3} \) to give

\[
I_{15\alpha\beta}^{D} = \sum_{m=1}^{M} \left[ \hat{M}_{m\alpha\beta}^{3}(X') + \int_{\Gamma} \hat{P}_{\alpha\beta \gamma}(X', x) \hat{w}^{3}_{m\gamma}(x) d\Gamma(x) - \int_{\Gamma} W^{\ast}_{\alpha\beta \gamma}(X', x) \hat{p}^{3}_{mj}(x) d\Gamma(x) \right] \mathbf{F}^{-1}q_{3} \tag{1.127}
\]

and

\[
I_{153\beta}^{D} = \sum_{m=1}^{M} \left[ \hat{Q}_{m\beta}^{3}(X') + \int_{\Gamma} \hat{P}_{3\beta j}(X', x) \hat{w}^{3}_{mj}(x) d\Gamma(x) - \int_{\Gamma} W^{\ast}_{3\beta j}(X', x) \hat{p}^{3}_{mj}(x) d\Gamma(x) \right] \mathbf{F}^{-1}q_{3} \tag{1.128}
\]
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$I_{16}^D$ can be evaluated from the particular solutions $\hat{u}_m^1$ and $\hat{t}_m^1$, to give

\[
I_{16}^D = \sum_{m=1}^{M} \left[ \hat{N}_m^{1 \alpha \beta}(X') - \int_{\Gamma} U_{m\beta \gamma}^{*}(X', x) \hat{t}_m^{1 \gamma}(x) \mathrm{d}\Gamma(x) \right] F^{-1} w_3 \tag{1.129}
\]

The domain integral $I_{17}^D$ can be obtained from the particular solutions $\hat{u}_m^2$ and $\hat{t}_m^2$, to give

\[
I_{17}^D = \sum_{m=1}^{M} \left[ \hat{N}_m^{2 \alpha \beta}(X') - \int_{\Gamma} U_{m\beta \gamma}^{*}(X', x) \hat{t}_m^{2 \gamma}(x) \mathrm{d}\Gamma(x) \right] F^{-1} w_3 \tag{1.130}
\]

And finally,

\[
I_{18}^D = \sum_{m=1}^{M} \left[ \hat{N}_m^{\theta \alpha \beta}(X') - \int_{\Gamma} U_{m\beta \gamma}^{*}(X', x) \hat{t}_m^{\theta \gamma}(x) \mathrm{d}\Gamma(x) \right] F^{-1} q_\theta \tag{1.131}
\]

All the particular solutions for shear deformable plate bending ($\hat{w}_m^i$ and $\hat{p}_m^i$) and plane stress ($\hat{u}_m^i$ and $\hat{t}_m^i$) were derived for a radial basis function $F_m(r) = 1 + r$ by Wen et al.\textsuperscript{46}

It is important to notice at this stage that the selected points $M_T$ used in Eqs. (1.108–1.110) and (1.112–1.113) include domain and boundary points $M_T = N + L$, while the selected points for the application of the dual reciprocity approximation in all the other cases involve only the DRM domain points $M = L$.

The best approximation for the application of the DRM is typically based on the use of a series of particular solutions at selected boundary $N$ and domain $L$ nodes. In some applications, boundary nodes ($N$) are sufficient for a good approximation, but in most cases a series of selected boundary $N$ and domain $L$ nodes are necessary.

The main reason for the present implementation is the level of the singularities obtained when the collocation point ($X'$) approaches the
boundary \((x')\). As will be shown by the numerical examples, there is no great loss in accuracy. Additionally, the use of DRM domain points means that less computational time is required for the evaluation of such expressions.

1.9. Numerical Implementation

In order to solve the integral equations presented in the previous sections, the boundary \(\Gamma\) and the domain \(\Omega\) must be discretised. In the present work, quadratic isoparametric boundary elements are used to describe the boundary; for the domain, several uniformly distributed domain points are used for the implementation of the DRM. On the boundary, semi-discontinuous elements are used for corners to avoid difficulties with discontinuity of the tractions at corners.

From the implementation point of view, the use of semi-discontinuous elements requires the consideration of two different meshes: the geometrical mesh, defined by the geometrical nodes which always lie on the boundary of the element; and the functional mesh, defined by the functional nodes which can exist anywhere within the element boundaries.

1.9.1. Discretization

Equation (1.76) can be rewritten in a discretised form as follows:

\[
c_{ij}(x')w_j(x') + \sum_{n=1}^{N_e} \sum_{l=1}^{3} w_j \int_{\xi=-1}^{+1} P_{ij}^*(x', x(\xi))\Phi_l^j(\xi)J_n(\xi) d\xi = \sum_{n=1}^{N_e} \sum_{l=1}^{3} p_j \int_{\xi=-1}^{+1} W_{ij}^*(x', x(\xi))\Phi_l^j(\xi)J_n(\xi) d\xi
\]

\[
- \sum_{m=1}^{M_T} B(k_{11} + \nu k_{22}) I_{21}^D - \sum_{m=1}^{M_T} B(\nu k_{11} + k_{22}) I_{31}^D
\]

\[
- \sum_{m=1}^{M_T} k_{\alpha\beta} B \left[ (1 - \nu)k_{\alpha\beta} + \nu \delta_{\alpha\beta} k_{\gamma\gamma} \right] I_{11}^D + \sum_{m=1}^{M_T} I_{41}^D
\]

(1.132)

where \(N_e\) is the number of boundary elements; \(\Phi_l^j\) are the boundary shape functions; \(\xi\) is the local coordinate and \(J_n\) is the Jacobian of transformation. All other integral equations also have to be discretised in the same way as equation (1.132).
1.9.2. Treatment of the integrals

All the singular integrals appearing in the integral equations are dealt with by using well-established techniques and are treated separately, based on their order of singularity. A detailed explanation is given by Aliabadi.1

1.10. Solution of the Non-linear Integral Equations for Shallow Shells and Plates

1.10.1. System of equations

After discretization and point collocation of nodes on the boundary \( \Gamma \) and in the domain \( \Omega \), the system matrix can be written as

\[
[H]\{u\} = [G]\{p\} + \{Q\} + [C]\{nl\} \quad (1.133)
\]

where \([H]\) and \([G]\) are the well-known boundary element influence matrices,\(^{1}\) \([C]\) is the influence matrix for non-linear terms, \([u]\) is the boundary and domain displacement vector, \([p]\) is the boundary traction vector, \([nl]\) is the non-linear term and \([Q]\) is the domain load vector. After imposing boundary conditions, equation (1.133) can be written as:

\[
[A]\{x\} = \{b\} + [C]\{nl\} \quad (1.134)
\]

where \([A]\) is the system matrix, \([x]\) is the unknown vector and \([b]\) is the vector of prescribed boundary values.

1.10.2. Load increment technique

Equations (1.76), (1.98) and (1.99–1.100) were first introduced by Dirgantara and Aliabadi.\(^{9}\) A simple and efficient load incremental technique was developed in Wen et al.\(^{47,48}\) and it can be summarised as follows:

- Step 1: Let \( n = 1 \), load \( q_1^i = \Delta q_i \) and non-linear terms in equations (1.76) and (1.98) be set to zero.
- Step 2: Solve linear system of equations (1.76) and (1.98).
- Step 3: Obtain values at domain points (derivatives of the out-of-plane displacement \( w_{3,\beta} \) and linear membrane stress resultants \( N_{0,\beta}^{(i)} \)) from equations (1.99–1.100).
- Step 4: Calculate non-linear terms \( N_{0,\beta}^{(i)}(X') \) and \( N_{\alpha,\beta}(X) \ w_{3,\beta}(X) \), and derivatives of non-linear terms \( N_{\gamma,\beta}^{(i)}(X') \) and \( (N_{\alpha,\beta}(X) \ w_{3,\beta}(X))_{,\alpha} \) (derivatives of non-linear terms are obtained using the procedure
described in section 1.7.3). All these values are used in the next load increment.

- Step 5: If the final load is reached \( q_i^n = q_i \), go to Step 7, otherwise let \( n = n + 1 \).
- Step 6: Set \( q_i^n = \Delta q_i + q_i^{n-1} \), go back to Step 2.
- Step 7: Finish.

More complex and expensive (iterative) solution procedures could be used, as shown by Zhang and Atluri\textsuperscript{53} and more recently by Aliabadi and Baiz\textsuperscript{2} for post-buckling analysis, but the present pure incremental procedure has proven to be an attractive alternative for a good range of large deflection problems.

1.11. Numerical Examples

Several examples were chosen to demonstrate the application of the boundary element method to the large deflection problem of plates and shallow shells. Comparisons are made with available numerical solutions.

1.11.1. \textit{Clamped circular plate subjected to uniform load} \( q_0 \)

A clamped circular plate of radii \( a \) as shown in Fig. 1.8 was analysed by Wen \textit{et al.}\textsuperscript{47} The plate is subjected to a uniform load \( q_3 = q_0 \), and the applied membrane body forces are \( q_\alpha = 0 \). The ratio of thickness and radius is

![Fig. 1.8. Clamped circular plate and boundary element mesh with selected domain points.](image)
\( h/a = 0.02 \). Material constants are chosen as \( E = 10^7, \nu = 0.3 \). Assuming that the edge of the plate is totally restrained from moving, the boundary conditions can be written as:

\[
\begin{align*}
u_\alpha(a) &= 0, \quad w_i(a) = 0.
\end{align*}
\]

A BEM mesh with 16 quadratic boundary elements and 25 DRM domain points are used (as shown in Fig. 1.8). The load is applied in small increments of \( \delta q = 0.05q_0 \). The maximum values of deflection (at the centre of the plate) are plotted in Fig. 1.9, along with the results obtained with the finite element method by Weil et al.\(^{49}\) and the domain-boundary element method formulation by Lei et al.\(^{18}\)

![Graph showing deflections for clamped circular plate](image)
1.11.2. Simply supported square plate subjected to uniform load

In this second example, Wen et al.\textsuperscript{47} consider a simply supported square plate \((a \times a)\) subjected to uniform distribution load \(q_3 = q_0\) (see Fig. 1.10). Two cases were considered in this example: thin plate (a) and moderately thick (b).

- case (a): \(h/a = 0.01, E = 10^7, \nu = 0.316\)
- case (b): \(h/a = 0.05, E = 0.3 \times 10^7, \nu = 0.3\)

In the case of simply supported edges, it is assumed that the displacement and deflection of the edge are zero but that it is free to rotate, i.e.

\[
\begin{align*}
   u_\alpha &= 0, \quad w_2 = w_3 = 0 \quad \text{for} \quad x_1 = \pm a/2 \\
   u_\alpha &= 0, \quad w_1 = w_3 = 0 \quad \text{for} \quad x_2 = \pm a/2
\end{align*}
\]

The boundary element mesh and distribution of DRM domain points are shown in Fig. 1.10. The load is applied in increments of \(\Delta q = 0.05q_0\). The maximum values of deflection at the centre point of the plate are plotted in Figs. 1.11 and 1.12 for the different cases considered. Comparisons were made with the finite element method and good agreement is achieved.

1.11.3. Clamped shallow cylindrical shells: uniformly loaded

In this example, Dirgantara and Aliabadi\textsuperscript{9} considered a clamped shallow cylindrical shell as shown in Fig. 1.13. The properties of the cap are as
follows: shell thickness $h = 0.125$ in; in-plane projection dimensions of the shell $a = b = 20$ in; the curvature of the shell in the $x_1$ direction $k_{11} = 0$, while $k_{22} = 1/R = 0.01$ in$^{-1}$; modulus of elasticity $E = 450,000$ lbs/in$^2$ and Poisson’s ratio $\nu = 0.3$. The cap is loaded with external uniform pressure of $q_0$. The BEM mesh has 40 boundary elements and 81 domain points.

All sides of the cylinder are clamped, $u_\alpha = 0$, $w_i = 0$

To study the convergence of the proposed method, several incremental load steps were chosen: $\delta q_0 = 0.005; 0.0025; 0.00125$ and $0.000625$ lb.

The results are compared with non-linear finite element result reported by Sabir and Lock$^{34}$ and Brebbia and Connor,$^6$ and presented in Fig. 1.14. As can be seen from the result, the BEM model is able to simulate the progressive softening of the shell under a load well below the one given by linearised buckling. It can also be seen from the figure that for any further increase of the pressure, the stiffness of the shell starts to rise again.
Fig. 1.12. Centre deflection for simply supported square plate (case b).

Fig. 1.13. Geometry of a clamped shallow cylindrical shell.
Fig. 1.14. Non-linear central displacement of a clamped shallow cylindrical shell, uniformly loaded.

Fig. 1.15. A shallow spherical shell, uniformly loaded.

1.11.4. *Simply supported shallow spherical shells: uniformly loaded*

In this final example, a simply supported shallow spherical shell, as shown in Fig. 1.15, was analysed by Dirgantara and Aliabadi. The properties of the cap are as follows: \( h = 0.3 \text{ m} \); \( k_{11} = k_{22} = 1/R = 1/15\text{ m}^{-1} \); \( E = 70,000\text{ MPa} \) and \( \nu = 0.33 \). The diameter of the plane projection of the cap is \( D = 10\text{ m} \). The cap is loaded with an internal uniform pressure of \( q_0 \). In this example, an incremental load step \( \delta q_0 = 0.125 \) was used.
All sides of the cap are simply supported, so that the translations $w_3 = 0$ and $u_\alpha = 0$, while the rotations are free. The BEM mesh has 24 quadratic boundary elements and 37 domain points.

The results are compared with non-linear finite element results obtained using commercial software, and are presented in Fig. 1.16. Contrary to the first example, because the load direction is opposite to the previous one, the shell becomes stiffer as the load is increased. As can be seen from the result, the BEM model is in agreement with the Finite Element Method (FEM) solution.

It was observed from this example that the difference between the BEM and FEM solutions, regarding the computational time, was negligible. However, it is important to keep in mind that the developed boundary element code has not been optimised, while the commercial FEM software can be regarded as optimised.

1.12. Conclusions

In this chapter, a boundary element formulation for the solution of large deflection problems of shear deformable thin-walled structures was reviewed. Domain integrals were transformed to equivalent boundary integrals by using the DRM. The BEM for shear deformable linear shallow shells analysis was reviewed. The derivation of the integral equations was given in such a way that closely follows the plate derivation by considering curvature and non-linear terms as pseudo body forces. This
derivation allows an easy extension to boundary element formulations for large deflection of plates and shallow shells. The formulation was developed by coupling boundary element formulations of shear deformable plate bending with two-dimensional plane stress, thereby obtaining five independent integral equations.

Integral equations were discretised using quadratic isoparametric elements to describe the geometry along the boundary. For the domain, several uniformly distributed domain points are necessary for application of the DRM. Boundary and domain stress calculation procedures for non-linear shallow shell and plate structures were presented. Integral equations for stresses were obtained from the derivative of the displacement integral equations. An economic indirect approach was also presented for boundary stress resultants.

Non-linearity was dealt with by increasing the load incrementally. In every increment, non-linear terms from the previous increment were added to the right hand side of the equation. LU-decomposition was used in the first increment and, in the subsequent increments, only back substitution was performed. By applying this procedure, computational time can be reduced significantly.

To demonstrate the capability of the method, non-linear analyses of flat plates and cylindrical and spherical shells were presented and compared with FEM results. BEM models were able to simulate the progressive softening and stiffening of the shells, which could also be observed in FEM simulation results.

It is clear that the present boundary element formulation is highly accurate when analysing geometrically non-linear problems of plates and shallow shells. One of its main advantages is that no iterative procedure is required in order to achieve a good level of accuracy.
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This chapter discusses time-domain BEM (TD-BEM) techniques. Among the various formulations developed so far, special attention is given to the standard TD-BEM formulation, for which a modified scheme for time marching is presented, and to the so-called D-BEM formulation (D meaning domain), for which the time marching is carried out by employing not only the Houbolt scheme but also the Newmark scheme. Special attention is devoted to the development of a procedure that allows the computation of initial conditions contributions. Examples are included and discussed in order to verify the potentialities of the proposed developments; results are compared with analytical solutions.

2.1. Introduction

This chapter presents a discussion concerning different BEM formulations for time-dependent problems. The development of BEM formulations for
solving time-dependent problems is a very attractive and challenging area of research. Many works concerned with this matter have been presented so far, increasing the range of applications of the BEM and the literature concerning numerical methods in engineering. For general purposes, when time appears explicitly in numerical analysis (in other words, when the response of a given problem is a time function), the BEM approaches can be classified in two main kinds: the first employs time-dependent fundamental solutions, and the second employs static fundamental solutions. Before proceeding, it is important to mention that although the use of static fundamental solutions may seem strange to some researchers, it demonstrates the versatility of the BEM in numerical analyses and, as expected when dealing with research work, also brings new challenges to researchers. After this comment, a discussion concerning the different BEM approaches shall be carried out.

The formulations that employ time-dependent fundamental solutions, designated by TD-BEM (TD meaning time-domain), are very elegant from the mathematical point of view, e.g. Mansur, Dominguez, Carrer and Mansur, and Yu et al. The fulfillment of the radiation condition makes the TD-BEM formulations suitable for infinite domain analyses. In addition, good representation of causality gives very accurate time response results. These advantageous characteristics, however, are counterbalanced by the high computational effort required to compute the time convolution integrals that appear in the TD-BEM integral equations. In order to overcome this difficulty, some compression algorithms concerning the reduction of computational cost in time integration were developed (Demirel and Wang, Mansur and de Lima-Silva, Soares and Mansur, and Carrer and Mansur). Focusing the attention on TD-BEM formulation, a modified approach for a 2-D scalar wave problem is presented in this chapter. The approach is quite simple: in the computation of the potential and its normal derivative at time $t_n$, the results related to the potential and its time derivative at time $t_{n-1}$ play the role of ‘initial conditions’, thus generating a step-by-step procedure. As a consequence, due to the time translation property of the kernels, the convolution integrals, which appear in the standard TD-BEM formulation to represent the whole time history, are no longer evaluated (as a matter of fact, time integration is restricted only to the first discrete interval $[0, \Delta t]$). As the potential time derivative plays a very important role in this formulation, it is computed through an appropriate integral equation, easily obtained by taking the
time derivative of the potential integral equation. As the potential and its time derivative at time $t_{n-1}$ play the role of ‘initial conditions’ for the potential and its normal and time derivatives at time $t_n$, the domain integrals (which in the standard TD-BEM formulation are restricted only to the part of the domain with non-homogeneous initial conditions) are now extended to the entire domain. One question can be formulated at this time: can this approach be used for infinite domain analysis? If results at late times are required, the answer is no: in this case the interruption of the cell mesh generates a fictitious boundary and, consequently, reflected waves whose influence tends to invalidate the results. An alternative in this case is to use the standard TD-BEM as a transmitting boundary, employing coupling algorithms similar to those presently employed in Finite Element Method-BEM coupling, e.g. Soares Jr. et al.\textsuperscript{9} Two examples are presented at the end of the corresponding section, illustrating the potentialities of the proposed formulation and encouraging future research in this area.

The use of static fundamental solutions generates two lines of research: one that keeps the domain integrals in the equations of the method, designated D-BEM, e.g. Carrer and Mansur,\textsuperscript{10} and Hatzigeorgiou and Beskos;\textsuperscript{11} and one that transforms the domain integrals into boundary integrals by employing suitable interpolation functions, designated DR-BEM (DR meaning dual reciprocity), e.g. Kontoni and Beskos,\textsuperscript{12} and Partridge et al.\textsuperscript{13} As time does not appear explicitly in the integral equations, an approximation to the second order time derivative is required for the time marching. The Houbolt method\textsuperscript{14} has become the most widely employed approximation. In spite of alternative time marching schemes recently proposed by Carrer and Mansur,\textsuperscript{10} and Souza et al.,\textsuperscript{15} the search for other approximations is a task that still deserves attention: among the various schemes presented in the finite element method literature, e.g. Bathe,\textsuperscript{16} and Cook et al.,\textsuperscript{17} the Newmark family is one of the methods that can be cited. As it is well known, the Newmark method\textsuperscript{18} has been widely used in FEM formulations (more than the Houbolt method), and presents a better control of accuracy, according to the values of the parameters $\beta$ and $\gamma$ (see Bathe,\textsuperscript{16} and Cook et al.\textsuperscript{17}). For this reason, the Newmark scheme was implemented in the D-BEM formulation, the range of variation of the parameters $\beta$ and $\gamma$ being determined empirically. Note that for infinite domain analyses, if results at late times are required, the D-BEM formulation bears the same limitation as the FEM and
any other domain discretization method; in spite of this disadvantage, it can provide reliable results, as demonstrated by the two examples included at the end of the corresponding section. For the solution of problems with non-homogeneous initial conditions, a general approach is presented.

Transformed-domain BEM formulations have also been the subject of intense research work and are mainly related either to the frequency-domain approach (e.g. Gaul and Wenzel,\textsuperscript{19} and Mansur \textit{et al.}\textsuperscript{20}), or to the Laplace-domain approach (e.g. Gaul and Schanz\textsuperscript{21}). When employing these formulations, the problem is initially solved in the transformed-domain for a suitable number of discrete values of the transform parameter. If required, the solution in the time-domain can be obtained by means of an inverse transformation procedure, e.g. Dubner and Abate,\textsuperscript{22} and Durbin\textsuperscript{23} for Laplace transform, and by means of the well known DFT (or FFT) algorithms for Fourier transforms. Another TD-BEM formulation, which has become popular in recent years, is the so-called \textit{operational quadrature method} or \textit{convolution quadrature method}, based on the works by Lubich,\textsuperscript{24,25} e.g. Schanz and Antes,\textsuperscript{26} Schanz,\textsuperscript{27} Abreu \textit{et al.},\textsuperscript{28,29} and Antes \textit{et al.}\textsuperscript{30} The main characteristics of this formulation, which can be applied to problems where time-domain fundamental solutions are not available, are: i) the use of fundamental solutions in the Laplace transformed domain and ii) the numerical approximation of the time convolution process, presented in the TD-BEM equations, by a quadrature formula based on a linear multistep method, which provides direct solution in the time-domain. For a complete discussion concerning dynamic analysis by the BEM until 1996, the reader may refer to Beskos.\textsuperscript{31}

\subsection*{2.2. Standard TD-BEM Integral Equations}

The TD-BEM equations can be written by employing either the kernel regularization procedure\textsuperscript{1} or the concept of finite part of integrals (FPI), formulated by Hadamard.\textsuperscript{32} If time integration is performed analytically, as is usual in TD-BEM formulations, the resulting time integrated kernels from both representations are the same,\textsuperscript{33} that is, both representations are entirely equivalent. The use of Hadamard's concept, however, leads to more compact expressions and provides an elegant representation of the equations involved in the analysis. A brief summary of the TD-BEM equations is given below.
2.2.1. Potential integral equation

Time-domain integral representation of the 2-D scalar wave propagation: problem is written as:\[4\pi c(\xi)u(\xi,t) = \int_{\Gamma} \int_{0}^{t^+} u^*(X,t,\xi,\tau)p(X,\tau)d\tau d\Gamma(X)\]

\[-\int_{\Gamma} \frac{\partial r}{\partial n} \int_{0}^{t^+} u^*_\tau(X,t,\xi,\tau)u(X,\tau)d\tau d\Gamma(X)\]

\[-\frac{1}{c} \int \frac{\partial r}{\partial n} \int_{0}^{t^+} \int_{\Omega} \int_{0}^{t^+} \frac{u^*_\sigma(X,t,\xi,\tau)}{r} - b^*_\sigma(X,t,\xi) \right] u_0(X)d\Omega(X)\]

In Eq. (2.1), \(u(X,\tau)\) is the potential function and \(p(X,\tau)\) is the flux, \(\Gamma\) is the boundary and \(\Omega\) the domain (or the part of the domain that presents non-homogeneous initial conditions). The coefficient \(c(\xi)\) adopts the same values used in the static case: \(c(\xi) = 1\) for \(\xi \in \Omega\) and \(c(\xi) = \alpha/2\pi\) for \(\xi \in \Gamma\) (\(\alpha\) is the internal angle in Fig. 2.1); and the subscript 0 means \(\tau = 0\).

The fundamental solution, \(u^*(X,t,\xi,\tau)\), that corresponds to the effect at a field point \(X\) at time \(t\) of a source represented by a unit impulse applied at a source point \(\xi\) at time \(\tau\), reads:

\[u^*(X,t,\xi,\tau) = U^*(X,t,\xi,\tau)H[c(t - \tau) - r]\] (2.2)

where:

\[U^*(X,t,\xi,\tau) = \frac{2c}{\sqrt{c^2(t - \tau)^2 - r^2}}\] (2.3)

Fig. 2.1. Internal angle for the computation of the coefficient \(c(\xi)\).
In Eq. (2.2), \( c \) is the wave propagation velocity, \( H[c(t - \tau) - r] \) stands for the Heaviside function and \( r = r(X, \xi) \) is the distance between the field and source points.

The functions \( b^*(X, t, \xi, \tau) \) and \( u^*_r(X, t, \xi, \tau) \), in Eq. (2.1), are given by:

\[
b^*(X, t, \xi, \tau) = B^*(X, t, \xi, \tau)H[c(t - \tau) - r]
\]

where:

\[
B^*(X, t, \xi, \tau) = \frac{2c[c(t - \tau) - r]}{[c^2(t - \tau)^2 - r^2]^{3/2}} (2.5)
\]

and

\[
u^*_r(X, t, \xi, \tau) = U^*_r(X, t, \xi, \tau)H[c(t - \tau) - r]
\]

by considering:

\[
U^*_r(X, t, \xi, \tau) = \frac{2cr}{[c^2(t - \tau)^2 - r^2]^{3/2}} (2.7)
\]

The FPI \(^{32}\) on the second term on the right-hand side of Eq. (2.1) is given by:

\[
\int_0^{t^-} u^*_r(X, t, \xi, \tau)u(X, \tau)d\tau = \lim_{\tau \to t^-} \left\{ \int_0^\tau U^*_r(X, t, \xi, \tau)u(X, \tau)d\tau - \frac{1}{c}U^*(X, t, \xi, \tau)u(X, \tau) \right\}
\]

\[
(2.8)
\]

2.2.2. Numerical solution

Referring to the solution of the described problem, linear and constant time variations can be assumed, respectively, for the potential and its normal derivative. Hence, time integrals are usually computed in analytic form \(^{1,34}\) and linear elements and linear triangular cells are employed for the boundary and the domain discretizations \(^{1,10}\) respectively.

In the standard TD-BEM formulation, Eq. (2.1) is applied to all boundary nodes and, after solving the resulting system of equations, it can be applied to internal points. In the modified version of the standard TD-BEM formulation (previously mentioned at the Introduction to this chapter and to be discussed in Section 2.3), denoted here as SSTD-BEM (SS meaning step-by-step), Eq. (2.1) is applied simultaneously to all boundary
nodes and internal points, generating the enlarged system of equations written below:

\[
\begin{bmatrix}
C & 0 \\
0 & I
\end{bmatrix}
\begin{bmatrix}
{u}_b^0 \\
{u}_d^0
\end{bmatrix}
+ \sum_{m=0}^{n}
\begin{bmatrix}
H_{nm}^{bb} & 0 \\
H_{nm}^{db}
\end{bmatrix}
\begin{bmatrix}
{u}_m^b \\
{u}_m^d
\end{bmatrix}
+ \sum_{m=0}^{n}
\begin{bmatrix}
G_{nm}^{bb} & G_{nm}^{bd} \\
G_{nm}^{db} & G_{nm}^{dd}
\end{bmatrix}
\begin{bmatrix}
{p}_m^b \\
{p}_m^d
\end{bmatrix}
+ \begin{bmatrix}
U_{nm}^{bb} & U_{nm}^{bd} \\
U_{nm}^{db} & U_{nm}^{dd}
\end{bmatrix}
\begin{bmatrix}
{u}_0^b \\
{u}_0^d
\end{bmatrix}
+ \begin{bmatrix}
V_{nm}^{bb} & V_{nm}^{bd} \\
V_{nm}^{db} & V_{nm}^{dd}
\end{bmatrix}
\begin{bmatrix}
{v}_0^b \\
{v}_0^d
\end{bmatrix}
\]

(2.9)

In Eq. (2.9), the superscripts \( b \) and \( d \) correspond to the boundary and to the domain (internal points), respectively. In the sub-matrices, the first and second superscripts correspond, respectively, to the positions of the source and of the field points. In the first matrix on the left-hand side of Eq. (2.9), the \( C \) matrix is related to the coefficients \( c(\xi) \) of the boundary nodes whereas the identity matrix, \( I = H_{dd} \), is related to the coefficients \( c(\xi) = 1 \) of the internal points. Equation (2.9) can be written in a more compact way as:

\[
Cu_n + \sum_{m=0}^{n} H_{nm} u_m = \sum_{m=0}^{n} G_{nm} p_m + U_n u_0 + V_n v_0
\]

(2.10)

2.2.3. Velocity integral equation

The integral equation associated with the time derivative of the potential, to be used in the step-by-step procedure, is obtained by taking the time derivative of Eq. (2.1) and can be written as\(^3\):

\[
4\pi c(\xi) \frac{\partial u(\xi, t)}{\partial t} = \int_{\Gamma} \int_{0}^{t^+} u_0^*(X, t, \xi, \tau) p(X, \tau) d\tau d\Gamma(X)
- \int_{\Gamma} \int_{0}^{t^+} u_0^*(X, t, \xi, \tau) u(X, \tau) d\tau \frac{\partial r}{\partial n} d\Gamma(X)
- \frac{1}{c} \int_{\Gamma} \frac{\partial r}{\partial n} \frac{\partial u_0^*(X, t, \xi)}{\partial t} u_0(X) d\Gamma(X)
+ \frac{\partial}{\partial t} \left( I_{\Omega_0} + I_{\Omega_u} \right)
\]

(2.11)

where the time derivative of the domain integrals related to the non-homogeneous initial conditions is only indicated by the last term on the
right-hand side of Eq. (2.11), because of the fact that the domain integrals do not require any special treatment.

The FPI in the first term on the right-hand side of Eq. (2.11) is given by the following expression:

$$\int_0^{t^+} u_t^*(X, t, \xi, \tau)p(X, \tau)d\tau$$

$$= \lim_{\tau \to t-r/c} \left\{ \int_0^\tau U_t^*(X, t, \xi, \tau)p(X, \tau)d\tau + U_t^*(X, t, \xi, \tau)p(X, \tau) \right\}$$

(2.12)

The function $u_t^*(X, t, \xi, \tau)$ in Eq. (2.12) is given by:

$$u_t^*(X, t, \xi, \tau) = U_t^*(X, t, \xi, \tau)H[c(t - \tau) - r]$$

(2.13)

with:

$$U_t^*(X, t, \xi, \tau) = -\frac{2c^3(t - \tau)}{[c^2(t - \tau)^2 - r^2]^{3/2}}$$

(2.14)

The time derivative of the FPI on the second term on the right-hand side of Eq. (2.11) is defined as:

$$\frac{\partial}{\partial t} \left( \int_0^{t^+} u_r^*(X, t, \xi, \tau)u(X, \tau)d\tau \right)$$

$$= \lim_{\tau \to t-r/c} \left\{ \int_0^\tau \frac{\partial U_r^*(X, t, \xi, \tau)}{\partial t}u(X, \tau)d\tau + U_r^*(X, t, \xi, \tau)u(X, \tau) - \frac{1}{c}U_t^*(X, t, \xi, \tau)\frac{\partial u(X, \tau)}{\partial \tau} \right\}$$

(2.15)

The system of equation that corresponds to the application of Eq. (2.11) to all boundary nodes and internal points can be represented, in a compact form, as:

$$Cv_n = \sum_{m=0}^n \overline{G}_{nm}p_m - \sum_{m=0}^n \overline{H}_{nm}u_m + \overline{U}_n u_0 + \overline{V}_n v_0$$

(2.16)

After the solution of Eq. (2.10), Eq. (2.16) can easily be solved for $v_n$, since matrix $C$ is a diagonal matrix.
2.3. Step-by-Step Procedure: SSTD-BEM Formulation

The step-by-step procedure was developed as an alternative approach to the standard TD-BEM. The procedure is based on the time translation property,\(^1\) which can be written as:

\[
u^*(X,t,\xi,\tau) = u^*(X,t+\Delta t,\xi,\tau + \Delta t) \quad (2.17)
\]

This property, illustrated by Eq. (2.17), allows the time-dependent problem to be solved by considering the results related to \(u_{n-1}\) and \(v_{n-1}\) as ‘initial conditions’ in the computation of the results at time \(t_n\). That is, in the computation of \(u_n\), \(p_n\) and \(v_n\), the convolution integrals in Eq. (2.1) and Eq. (2.11), represented by the summation symbol in Eq. (2.10) and Eq. (2.16), are no longer evaluated; the following versions of Eq. (2.10) and Eq. (2.16) can be written:

\[
Cu_n + H_{nn}u_n = G_{nn}p_n + U_nu_{n-1} + V_nv_{n-1} \quad (2.18)
\]

\[
Cv_n = G_{nn}p_n - H_{nn}u_n + U_nv_{n-1} + V_nv_{n-1} \quad (2.19)
\]

The known values of the ‘initial conditions’ are stored into the vectors \(u_{n-1}\) and \(v_{n-1}\). Therefore, the entire domain needs to be discretized. This feature generates the main limitation of the proposed approach, so it is suitable for finite domain applications and for infinite domains analyses only if early time responses are requested or if a transmitting boundary is employed.

2.3.1. Examples

2.3.1.1. One-dimensional rod under a Heaviside-type forcing function

This is the classical example of a one-dimensional rod under a Heaviside-type forcing function, applied instantaneously at \(t = 0\) and kept constant in time. Figure 2.2 depicts the boundary conditions and geometry.

The analytical solution for this problem, by considering the boundary conditions depicted in Fig. 2.2, is given by\(^{35}\):

\[
u(x,t) = Pa E \left[ \frac{x}{a} + 8 \sum_{n=1}^{\infty} \frac{(-1)^n}{(2n-1)^2} \sin \left( \frac{(2n-1)\pi x}{2a} \right) \cos \left( \frac{(2n-1)\pi ct}{2a} \right) \right] \quad (2.20)
\]
With the purpose of verifying the accuracy and convergence of the numerical results, according to the available analytical solutions, three analyses are presented with different mesh refinements. The poorest of the three meshes employs 48 boundary elements and 256 internal cells in accordance with the Fig. 2.3. Subsequent meshes were obtained by duplicating the number of boundary elements and by quadrupling the number of internal cells. In this way, the second analysis was carried out with 96 boundary elements and 1,024 cells and the third analysis, with 192 elements and 4,096 cells. As is usual in time-domain BEM analyses, the dimensionless parameter \( \beta_{\Delta t} = c \Delta t / l \) (which relates the wave velocity \( c \) with the smallest element length \( l \) and the time interval \( \Delta t \) assumed constant) is used to estimate the time-step length. It is important to mention that, for the proposed approach, the optimum time-step length was obtained using \( \beta_{\Delta t} = 0.5 \). One must observe that this is not the value recommended by Mansur\textsuperscript{1} for the standard TD-BEM formulation (\( \beta_{\Delta t} = 0.6 \)).

Results concerning the potential at the boundary node \( A(a,b/2) \) are compared with the analytical solution in Fig. 2.4. In Fig. 2.5 the results related to the velocity \( v = \partial u / \partial t \), at the boundary node \( A(a,b/2) \), are compared with its analytical solution obtained from the time derivative of Eq. (2.20). In Fig. 2.6 the results related to the flux \( p = \partial u / \partial n \) at the boundary node \( B(0,b/2) \) are compared with the analytical solution,
obtained from the normal derivative of Eq. (2.20). Numerical damping is observed in the results of the three analyses, which diminishes with the refinement of the mesh. Although numerical damping also appears in the standard TD-BEM analyses,\(^1\) its effect is not so pronounced there.
For the proposed approach, more refined meshes become necessary in order to achieve good results (in the sense of those furnished by the standard TD-BEM).

2.3.1.2. One-dimensional rod under sinusoidal initial conditions

In this example, the same rod depicted previously, now fixed at both ends, is analysed when subjected to initial conditions described below:

In Analysis (a) one has: \( u_0 = b_0 \sin(\pi x/a) \) and \( v_0 = 0 \). The analytical solution to this problem is:

\[
    u(x,t) = b_0 \cos(\pi ct/a) \sin(\pi x/a) \quad (2.21)
\]

In Analysis (b) one has: \( v_0 = d_0 \sin(\pi x/a) \) and \( u_0 = 0 \). The analytical solution to this problem is:

\[
    u(x,t) = d_0 \frac{a}{\pi c} \sin(\pi ct/a) \sin(\pi x/a) \quad (2.22)
\]

The three meshes adopted to perform analyses (a) and (b) are the same as in the previous example. By considering Analysis (a), the results related to the potential and the velocity at point C of coordinates \((a/2, b/2)\) are depicted in Figs. 2.7 and 2.8, respectively. The results related to the flux at point A\((a,b/2)\) are depicted in Fig. 2.9. The results corresponding to the Analysis (b) are presented in Figs. 2.10–2.12, in the same sequence that they were presented for Analysis (a). As in the first example, one can observe that the mesh refinement is followed by a reduction in the numerical damping.
Fig. 2.8. Rod under sinusoidal initial conditions: velocity at C(a/2,b/2), Analysis (a).

Fig. 2.9. Rod under sinusoidal initial conditions: flux at A(a,b/2), Analysis (a).

Fig. 2.10. Rod under sinusoidal initial conditions: potential at C(a/2,b/2), Analysis (b).
2.4. D-BEM Formulation

The starting D-BEM equation is written as follows:

\[
c(\xi)u(\xi, t) = \int_{\Gamma} u^*(\xi, X)p(X, t)d\Gamma(X) - \int_{\Gamma} p^*(\xi, X)u(X, t)d\Gamma(X) - \frac{1}{c^2} \int_{\Omega} u^*(\xi, X)\ddot{u}(X, t)d\Omega(X)
\]  

(2.23)

The symbols used in Eq. (2.23) are the same as those used in Eq. (2.1). Now, the two-dimensional fundamental solution, \( u^*(\xi, X) \), is given by:

\[
u^*(\xi, X) = \frac{1}{2\pi} \ln \left( \frac{1}{r} \right)
\]  

(2.24)

The domain integral that involves the second order time derivative \( \ddot{u} \) is maintained in the subsequent developments, giving rise to the D-BEM
formulation. The search for an adequate approximation of the acceleration plays an essential role in the success of the method.

2.4.1. Numerical procedure

As mentioned in Section 2.1, after the spatial discretization is accomplished, Eq. (2.23) is applied to all nodes generating an enlarged system of equations, written below, for which most of the notation employed before in Section 2.1 remains valid:

\[
\begin{bmatrix}
H_{bb} & 0 \\
H_{db} & H_{dd}
\end{bmatrix}
\begin{bmatrix}
\dot{u}_{n+1}^b \\
\dot{u}_{n+1}^d
\end{bmatrix} =
\begin{bmatrix}
G_{bb} & G_{bd} \\
G_{db} & G_{dd}
\end{bmatrix}
\begin{bmatrix}
p_{n+1}^b \\
p_{n+1}^d
\end{bmatrix} -
\frac{1}{c^2}
\begin{bmatrix}
M_{bb} & M_{bd} \\
M_{db} & M_{dd}
\end{bmatrix}
\begin{bmatrix}
\ddot{u}_{n+1}^b \\
\ddot{u}_{n+1}^d
\end{bmatrix}
\] (2.25)

In Eq. (2.25), in order to simplify the notation, the subscript \((n+1)\) represents the time \(t_{n+1} = (n+1) \Delta t\), where \(\Delta t\) is the selected time interval. It is important to note that the assembly of such an enlarged system of equations is necessary because the domain integral relates boundary values to domain values. This remark is confirmed by matrix \(M_{bd}\) in Eq. (2.25).

2.4.1.1. Time marching with the Houbolt method

The Houbolt method is obtained by performing cubic Lagrange interpolation of \(u = u(t)\) from time \(t_{n-2} = (n-2) \Delta t\) to time \(t_{n+1} = (n+1) \Delta t\). Exact differentiation with respect to time gives the approximations for the velocity and acceleration described below:

\[
\dot{u}_{n+1} = \frac{1}{6 \Delta t} [11u_{n+1} - 18u_n + 9u_{n-1} - 2u_{n-2}] \quad (2.26)
\]

\[
\ddot{u}_{n+1} = \frac{1}{\Delta t^2} [2u_{n+1} - 5u_n + 4u_{n-1} - u_{n-2}] \quad (2.27)
\]

After substituting Eq. (2.27) in Eq. (2.25), one can write:

\[
\begin{bmatrix}
((c\Delta t)^2\H_{bb} + 2M_{bb}) & 2M_{bd} \\
((c\Delta t)^2\H_{db} + 2M_{db}) & ((c\Delta t)^2 I + 2M_{dd})
\end{bmatrix}
\begin{bmatrix}
\dot{u}_{n+1}^b \\
\dot{u}_{n+1}^d
\end{bmatrix} =
\begin{bmatrix}
G_{bb} & G_{bd} \\
G_{db} & G_{dd}
\end{bmatrix}
\begin{bmatrix}
p_{n+1}^b \\
p_{n+1}^d
\end{bmatrix} -
\frac{1}{c^2}
\begin{bmatrix}
M_{bb} & M_{bd} \\
M_{db} & M_{dd}
\end{bmatrix}
\begin{bmatrix}
\ddot{u}_{n+1}^b \\
\ddot{u}_{n+1}^d
\end{bmatrix}
\] (2.28)

Equation (2.28) can be represented in a concise manner as:

\[
Hu_{n+1} = Gp_{n+1} + g_n \quad (2.29)
\]
The contributions of the previous times are stored in the vector $g_n$. After the boundary conditions are imposed, the final system of equations that arise from Eq. (2.28) can be solved.

**The contribution of the Initial Conditions with Houbolt Method**

In the Houbolt method, the computation of the velocity and acceleration at time $t_{n+1} = (n+1)\Delta t$ requires the knowledge of the values of $u$ between the times $t_{n-2} = (n-2)\Delta t$ and $t_{n+1} = (n+1)\Delta t$. At the beginning of the time marching process, $n = 0$ and consequently the values $u_{-2}$ and $u_{-1}$ must be computed appropriately in order to provide enough accuracy in the analysis.

For the determination of $u_{-1}$, $\dot{u}_0$ is computed by employing the forward and the backward finite difference formulae at $t = 0$, respectively. Assuming that the resulting finite difference expressions are equal:

$$\dot{u}_0 = \frac{u_1 - u_0}{\Delta t} = \frac{u_0 - u_{-1}}{\Delta t} \quad (2.30)$$

Solving Eq. (2.30) for $u_1$, gives:

$$u_1 = 2u_0 - u_{-1} \quad (2.31)$$

One can also assume that $\dot{u}_0$ can be computed by employing a central finite difference formula, which gives:

$$u_0 = \frac{u_1 - u_{-1}}{2\Delta t} \quad (2.32)$$

Solving Eq. (2.32) for $u_1$:

$$u_1 = 2\Delta t \dot{u}_0 + u_{-1} \quad (2.33)$$

From (2.31) and (2.33) one has $u_{-1}$ as a function of $\dot{u}_0$ and $u_0$:

$$u_{-1} = u_0 - \Delta t \dot{u}_0 \quad (2.34)$$

Now, for the determination of $u_{-2}$, initially $\dot{u}_{-1}$ is computed by employing the forward and the backward finite difference formulae at $t = -\Delta t$, respectively. Assuming that the resulting finite difference expressions are equal:

$$\dot{u}_{-1} = \frac{u_0 - u_{-1}}{\Delta t} = \frac{u_{-1} - u_{-2}}{\Delta t} \quad (2.35)$$
Solving Eq. (2.35) for $u_{-2}$:

$$u_{-2} = 2u_{-1} - u_0$$ (2.36)

Substituting (2.34) in (2.36) one obtains the value of $u_{-2}$ as a function of $\dot{u}_0$ and $u_0$:

$$u_{-2} = u_0 - 2\Delta t \dot{u}_0$$ (2.37)

2.4.1.2. Time marching with the Newmark method

For the Newmark family methods, the approximations are:

$$\dot{u}_{n+1} = \frac{\gamma}{\beta \Delta t} [u_{n+1} - u_n] + \frac{(\beta - \gamma)}{\beta} \ddot{u}_n - \frac{(\gamma - 2\beta)}{2\beta} \Delta t \dddot{u}_n$$ (2.38)

$$\ddot{u}_{n+1} = \frac{1}{\beta \Delta t^2} [u_{n+1} - u_n] - \frac{1}{\beta \Delta t} \dot{u}_n - \frac{(1 - 2\beta)}{2\beta} \dddot{u}_n$$ (2.39)

The stability and accuracy of the Newmark method depend on the correct choice of the parameters $\beta$ and $\gamma$. Some remarks concerning the Newmark method are useful: i) the method is unstable for $\gamma < 1/2$; ii) unconditional stability occurs when $2\beta \geq \gamma \geq 1/2$; iii) taking $\gamma > 1/2$ introduces artificial damping but reduces the accuracy of the method to first order. If one takes $\beta = 1/6$ and $\gamma = 1/2$, Eq. (2.38) and Eq. (2.39) correspond to the linear acceleration method. For $\beta = 1/4$ and $\gamma = 1/2$, Eq. (2.38) and Eq. (2.39) correspond to the average acceleration method. These observations can be found in FEM textbooks, e.g. Bathe, and Cook et al. However, for the D-BEM formulation developed here, reliable results were obtained only with the adoption of experimentally determined values for $\beta$ and $\gamma$.

After substituting Eq. (2.39) into Eq. (2.25), one has:

$$\left[ \begin{array}{cc} (\beta(c\Delta t)^2H^{bb} + M^{bb}) & M^{bd} \\ (\beta(c\Delta t)^2H^{db} + M^{db}) & (\beta(c\Delta t)^2I + M^{dd}) \end{array} \right] \left\{ \begin{array}{c} u^b_{n+1} \\ u^d_{n+1} \end{array} \right\} = \left\{ \begin{array}{c} p^b_{n+1} \\ p^d_{n+1} \end{array} \right\} + \left\{ \begin{array}{c} M^{bb}u^b_n + M^{bd}\dot{u}^b_n + \frac{(1 - 2\beta)}{2} \Delta t^2 \dddot{u}^b_n \\ M^{db}u^d_n + M^{dd}\dot{u}^d_n + \frac{(1 - 2\beta)}{2} \Delta t^2 \dddot{u}^d_n \end{array} \right\}$$ (2.40)
Equation (2.40) can be represented in a concise manner as:

\[ \mathbf{H} \mathbf{u}_{n+1} = \mathbf{G} \mathbf{p}_{n+1} + \mathbf{g}_n \]  

(2.41)

The contributions from previous times are stored in vector \( \mathbf{g}_n \).

The contribution of the Initial Conditions with Newmark Method

At the beginning of the time marching process, by taking \( n = 0 \) in Eq. (2.38) and in Eq. (2.39) one can write:

\[ \dot{\mathbf{u}}_1 = \frac{\gamma}{\beta \Delta t} [\mathbf{u}_1 - \mathbf{u}_0] + \frac{(\beta - \gamma)}{\beta} \dot{\mathbf{u}}_0 - \frac{\gamma - 2\beta}{2\beta} \Delta t \ddot{\mathbf{u}}_0 \]  

(2.42)

and

\[ \ddot{\mathbf{u}}_1 = \frac{1}{\beta \Delta t^2} [\mathbf{u}_1 - \mathbf{u}_0] - \frac{1}{\beta \Delta t} \dot{\mathbf{u}}_0 - \frac{(1 - 2\beta)}{2\beta} \ddot{\mathbf{u}}_0 \]  

(2.43)

In Eqs. (2.42) and (2.43), \( \ddot{\mathbf{u}}_0 \) is the only unknown; in order to determine this value, one can assume that:

\[ \ddot{\mathbf{u}}_0 = \frac{\dot{\mathbf{u}}_1 - \dot{\mathbf{u}}_0}{\Delta t} \]  

(2.44)

After solving Eq. (2.44) for \( \ddot{\mathbf{u}}_1 \) and substituting the resulting expression in (2.42), one has:

\[ \dot{\mathbf{u}}_0 = \frac{2}{\Delta t^2} [\mathbf{u}_1 - \mathbf{u}_0] - \frac{2}{\Delta t} \dot{\mathbf{u}}_0 \]  

(2.45)

The substitution of Eq. (2.45) into Eq. (2.43) produces the following expression:

\[ \ddot{\mathbf{u}}_1 = \frac{2}{\Delta t^2} [\mathbf{u}_1 - \mathbf{u}_0] - \frac{2}{\Delta t} \dot{\mathbf{u}}_0 \]  

(2.46)

Bearing Eq. (2.46) in mind, Eq. (2.40) at the first time step (\( n = 0 \)) can be particularized and written accordingly:

\[
\begin{bmatrix}
((c\Delta t)^2 \mathbf{H}^{bb} + 2\mathbf{M}^{bb}) & 2\mathbf{M}^{bd} \\
((c\Delta t)^2 \mathbf{H}^{db} + 2\mathbf{M}^{db}) & ((c\Delta t)^2 \mathbf{I} + 2\mathbf{M}^{dd})
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_1^t \\
\mathbf{u}_2^t
\end{bmatrix}
= \begin{bmatrix}
((c\Delta t)^2 \mathbf{G}^{bb}) \\
((c\Delta t)^2 \mathbf{G}^{db})
\end{bmatrix}
\begin{bmatrix}
\mathbf{p}_1^t \\
\mathbf{p}_2^t
\end{bmatrix}
+ \begin{bmatrix}
2\mathbf{M}^{bb} & 2\mathbf{M}^{bd} \\
2\mathbf{M}^{db} & 2\mathbf{M}^{dd}
\end{bmatrix}
\begin{bmatrix}
\mathbf{u}_0^t + \Delta t \dot{\mathbf{u}}_0^t \\
\mathbf{u}_0^t + \Delta t \dot{\mathbf{u}}_0^t
\end{bmatrix}
\]  

(2.47)
2.4.2. Examples

2.4.2.1. Square Membrane under prescribed initial displacement over the entire domain

This example deals with a square membrane subjected to the following initial conditions distribution applied over the domain \(0 \leq x \leq a, 0 \leq y \leq a\) (Fig. 2.13):

\[
u_0(x, y) = U_x(x-a)y(y-a); \ v_0(x, y) = 0 \quad (2.48)
\]

The general analytical solution\(^{36}\) for this problem, by considering a rectangular membrane with dimensions \(a\) and \(b\), is:

\[
u(x, y, t) = \frac{64Ua^2b^2}{\pi^6} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{1}{m^3n^3} \sin\left(\frac{m\pi x}{a}\right) \sin\left(\frac{n\pi y}{b}\right) \cos(\lambda_{mn}\pi ct) \quad (2.49)
\]

with \(m\) and \(n\) odd and where:

\[
\lambda_{mn} = \sqrt{\frac{m^2}{a^2} + \frac{n^2}{b^2}}
\]

In this analysis, 80 boundary elements and 800 cells were employed in the discretization (see Fig. 2.14).

Results corresponding to the displacement at point \(A(a/2,a/2)\) and to the support reaction at node \(B(a,a/2)\), from Houbolt analysis, are shown in Figs. 2.15 and 2.16, respectively.
Newmark analysis was carried out by adopting $\beta = 0.30$ and $\gamma = 0.52$. The results are shown in Figs. 2.17 and 2.18, respectively. Note that the values for $\beta$ and $\gamma$ were determined empirically.

Houbolt and Newmark analyses were carried out with the same time interval, computed by taking $\beta \Delta t = 3/10$. 

Fig. 2.14. Square membrane: boundary and domain discretizations with selected nodes.

Fig. 2.15. Square membrane under initial displacement field over the entire domain: displacement at $A(a/2,a/2)$ for Houbolt analysis.

Fig. 2.16. Square membrane under initial displacement field over the entire domain: support reaction at $B(a/,a/2)$ for Houbolt analysis.
Good agreement between D-BEM and analytical results is observed in the previous figures.

2.4.2.2. Square membrane under prescribed initial velocity over part of the domain

The square membrane depicted in Fig. 2.19, with initial velocity field $v_0 = V$ prescribed over the sub-domain $\Omega_0$ and null displacements prescribed all over the boundary, is analysed in this example. The analytical solution to this problem is given by\(^{36}\):

$$u(x, y, t) = \frac{4V}{c\pi} \sum_{m=1}^{\infty} \sum_{n=1}^{\infty} \frac{1}{mn\lambda_{mn}} \sin \left( \frac{m\pi x}{a} \right) \sin \left( \frac{n\pi y}{a} \right) G_{mn}$$

(2.50)
where:

\[ \lambda_{mn} = \frac{\sqrt{m^2 + n^2}}{a} \]

and

\[ G_{mn} = \left( \cos \left( \frac{3m\pi}{5} \right) - \cos \left( \frac{2n\pi}{5} \right) \right) \times \left( \cos \left( \frac{3m\pi}{5} \right) - \cos \left( \frac{2n\pi}{5} \right) \right) \sin (\lambda_{mn}\pi ct) \]

This example was analysed previously with the use of the standard TD-BEM formulation\(^1\) and, more recently, with the use of a BEM formulation based on the convolution quadrature method.\(^29\)

Note that, as the initial conditions were assumed to have a linear variation in the internal cells, the use of double-nodes in the boundary of the sub-domain \(\Omega_0\) became necessary in order to avoid the spreading of the initial conditions to the cells in the neighbourhood of \(\Omega_0\). Aiming at providing a good representation of the jumps in the support reaction response, a more refined mesh constituted of 160 elements and 3,200 cells (not shown here) was employed.

The results of the Houbolt analysis, corresponding to the displacement at point A\((a/2,a/2)\) and to the support reaction at node B\((a,a/2)\), are depicted in Figs. 2.20 and 2.21, respectively. These results were obtained by adopting \(\beta_{\Delta t} = 3/10\).

The Newmark analysis was carried out by adopting \(\beta = 0.30\), \(\gamma = 0.52\) and \(\beta_{\Delta t} = 3/10\); the corresponding results are depicted in Figs. 2.22 and 2.23.
The D-BEM responses can be considered in good agreement with the analytical ones, although it must be pointed out that a better representation of the jumps in the support reaction response is provided by the standard TD-BEM formulation. Nevertheless, the responses furnished...
by the D-BEM formulation demonstrate its applicability to the solution of these kinds of problems.

2.5. Conclusions and Outlook

In this chapter, a discussion concerning time-domain techniques for the solution of 2-D scalar wave problems is presented. The authors presented a general overview involving some research lines and focused their attention in two alternative approaches recently developed by them, in order to demonstrate how this research area is attractive and fecund. The first one, called SSTD-BEM is a step-by-step procedure based on the standard TD-BEM formulation. Its main advantage is that it avoids the computation of the time history contribution by evaluating a convolution integral through the whole analysis time. Its main drawbacks are the presence of a large amount of numerical damping (a matter that deserves more research in the future) and the need to employ transmitting boundaries for unbounded domain analyses. The second approach consists of a D-BEM formulation, for which the time marching employs both the Houbolt and the Newmark methods. A suggestion for the range of variation of the parameters of the Newmark method, determined empirically, is presented. General expressions for computing the initial conditions contributions are also included. Each development is followed by examples, which can provide an assessment of their potentialities and stimulate future research. The extension of the developments presented in this chapter to elastodynamics also looks very attractive.
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The boundary element method (BEM), developed by the author, for the fracture analysis of the general piezoelectric solids in two-dimensions is presented. Several innovative approaches not used in the traditional BEM are introduced in the formulation of the method. These are (1) physical interpretation of the extended Somigliana’s identity as the basis of the direct BEM formulation, (2) use of the extended dislocation dipoles for crack modeling, (3) analytical representation of the crack tip singularity, and (4) the non-linear solution algorithm for the multiple semipermeable cracks based on the linear impermeable and permeable crack solvers. The complex variable formalism used to derive the fundamental results necessary for the formulation of the BEM is also presented in full.

3.1. Introduction

The behavior of the piezoelectric solids can be described by the extended displacement and force vectors, both of which have four components: the first three are the mechanical and the last electrical. Thus, the extended displacement vector has three displacement and one electric potential components and the extended force vector has three force and one electric charge components. Similarly, the stress, strain and material constants can be extended from the anisotropic elastic to piezoelectric quantities by appending the electric quantities to the elastic ones. The situation is the same for the boundary element method (BEM). The BEM for the
general piezoelectric solids can readily be obtained following the simple extension described above. As a matter of fact, the computer codes for the two solids are almost identical except for the range of the index: 3 for the anisotropic and 4 for the piezoelectric solids. Among many contributions to the anisotropic BEM (REF), most of them are dealing with specific anisotropic solids (such as the transverse isotropic and orthotropic) and those dealing with the general anisotropic solids are scarce. The state of the art for the the piezoelectric BEM is even more focused on specific materials rather than on the general piezoelectric solids. One of the goals of this article is to provide the theoretical foundation for the piezoelectricity in two-dimensions for the most general piezoelectric solids. The extended Lekhnitskii formalism, which is a complex variable formalism developed by Lekhnitskii for the two-dimensional anisotropic solids and extended by the author to the general piezoelectric solids, is introduced to provide the powerful foundation for the analytical solution of the two-dimensional boundary value problems for the general piezoelectric solids. This formalism is used in the derivation of the fundamental solutions for our BEM.

The BEM is superior to the Finite Element Method (FEM) in the linear fracture analysis due to its capability to model the cracks by lines in two-dimensions. One of the approaches used is the multi-domain method, which artificially breaks the original cracked region into multiple dissected domains. Another technique, using the single domain approach, is the dual reciprocal BEM. This article introduces another single domain approach using the dislocation dipole distribution to model the crack. The basis of the dislocation dipole approach in crack modeling is the physical interpretation of the extended Somigliana’s identity, which also serves as the guiding principle in the formulation of the BEM.

The challenge in the fracture analysis is modeling of the crack tip singularity. The standard technique used for the anisotropic solids is the use of the regular elements, with a progressive refinement toward the crack tip, for which the stress intensity factors (SIFs) are determined by the conservation integrals in the post-processing. Others are techniques that embed the singularity at the crack tip and determine the SIFs directly in the main-processing: the quarter-point traction and displacement crack tip elements from which the analytical expressions for the SIFs are derived and the Green’s function approach. The Green’s function approach, although effective, depends on the availability of the analytical solution and is limited to the single crack. This limitation was overcome by the numerical Green’s function approach for multiple straight cracks in the
general anisotropic solids. The dislocation dipoles are used to model the crack opening displacement (COD) with the embedded $\sqrt{r}$ COD behavior, which is integrated analytically to give the whole crack singular element (WCSE) with the $\sqrt{r}$ COD and the $1/\sqrt{r}$ crack tip stress singularity. Since the magnitude of the COD, which defines the Green's function, is determined numerically by applying the crack surface extended traction boundary condition, this approach is called the numerical Green's function method. Just like the Green's function method, this approach does not require the post-processing for determination of the SIFs. In this article, the extension of the numerical Green's function method to the general piezoelectric solids is introduced.

As mentioned earlier, the BEM crack modeling scheme for the piezoelectric solids can be obtained as a direct extension of the technique developed for the anisotropic solids. However, one exception is the crack surface electric boundary condition (BC). The straightforward extension of the stress-free crack surface boundary condition to the piezoelectric solids is to specify the fourth extended traction component (electric induction), to zero. This gives rise to the impermeable BC, which does not correctly represent the electric behavior on the opened crack surface. The consistent condition for the opened crack, located along the $x_1$-axis, is given by the semipermeable BC,

$$D_2^+ = D_2^-$; \quad D_2^+ (u_2^+ - u_2^-) = -\kappa_C (\Phi^+ - \Phi^-),$$  \hspace{1cm} (3.1)

proposed by Hao and Shen,\textsuperscript{13} where $u_2$, $D_2$ and $\Phi$ are the normal displacement, electric induction and the electric potential, respectively, and $\kappa_C$ is the electric permittivity. The symbol $\pm$ indicates the upper and lower crack surfaces. In general, the electric BC on the piezoelectric crack surface comes in different degrees of shielding the electric induction defined by the electric permittivity. The impermeable crack with the BC,

$$D_2^+ = D_2^- = 0,$$  \hspace{1cm} (3.2)

shields the electric induction completely. The permeable crack given by the BC,

$$D_2^+ = D_2^-; \quad \Phi^+ - \Phi^- = 0,$$  \hspace{1cm} (3.3)

does not shield the electric induction. If the crack is closed, then the permeable BC is correct, while the impermeable BC is correct for the opened crack if the electric permittivity $\kappa_C$ of the crack medium is zero.
Since no medium has zero permittivity, the two boundary conditions are not correct for the opened crack. The majority of the earlier works adopted the impermeable BC\textsuperscript{14–34} and the permeable BC\textsuperscript{35–40}.

Following the argument introduced above, the semipermeable BC is reduced to the impermeable BC when $\kappa_C = 0$ and to the permeable BC when $u^+ - u^- = 0$ and the impermeable and permeable cracks set the upper and lower bounds of the electric boundary condition for the semipermeable crack\textsuperscript{12}. The progress in the use of the consistent semipermeable crack is slow and limited to the single crack problems in specific piezoelectric solids\textsuperscript{13,41–51}. In this article, the crack with the semipermeable electric BC is often called the semipermeable crack and those with the permeable and impermeable electric BCs are referred to as permeable and impermeable cracks, respectively. Since the variation of the electric induction on the semipermeable crack surface is unknown, we need an iteration process to determine all unknowns including the extended COD and the electric induction. This is inherently a non-linear problem. A stable iteration scheme is proposed, for multiple straight semipermeable cracks, to obtain the solution using the linear BEM solvers for permeable and impermeable cracks. Numerical results of the impermeable, permeable and semipermeable cracks are presented for several multiple crack configurations.

### 3.2. Basic Equations in Piezoelectricity

#### 3.2.1. Piezoelectric equations in 3-D

For the linear piezoelectric material, the stress $\sigma_{ij}$ and the electric induction $D_i$ are given, under the isothermal condition, by the strain $\varepsilon_{ij}$ and the electric field $E_i$ as

$$
\begin{align*}
\sigma_{ij} &= c^{E}_{ijkl} \varepsilon_{kl} - e_{kij} E_k, \\
D_i &= e_{ikl} \varepsilon_{kl} + \kappa^e_{ik} E_k,
\end{align*}
$$

(3.4)

where $c^{E}_{ijkl}$, $e_{ikl}$, and $\kappa^e_{ik}$ are the elastic stiffness constants at constant electric field, piezoelectric stress constants, and dielectric permittivity constants at constant strain, respectively. The lower case Roman indices range from 1 to 3 and the summation convention for the repeated indices is implied. Inversion of the relations in Eq. (3.4) will give the strain and the electric field in terms of the stress and the electric induction by

$$
\begin{align*}
\varepsilon_{ij} &= s^{D}_{ijkl} \sigma_{kl} + g_{kij} D_k, \\
E_i &= -g_{ikl} \sigma_{kl} + \beta^e_{ik} D_k,
\end{align*}
$$

(3.5)
where $s_{ijkl}^0$, $g_{ikl}$, $\beta_{ik}$ are the elastic compliance constants at constant electric induction, piezoelectric constants, and dielectric impermeability constants at constant stress, respectively. The stress and the electric induction satisfy the equilibrium equations and Gauss’s law,

$$\sigma_{ji,j} + f_i = 0, \quad D_{j,j} - \rho = 0,$$

where $f_i$ and $\rho$ are the body force and extrinsic bulk charge densities, respectively. The boundary conditions for the traction and the electric induction are given by

$$n_j \sigma_{ji} = t_i, \quad n_j D_j = -\omega,$$

where $t_i$ and $\omega$ are the force and the charge per unit area of the boundary and $n_j$ is the unit normal to the boundary. The strain and the electric field are given by the displacement $u_i$ and the electric potential $\phi$, respectively, by

$$\varepsilon_{ij} = \frac{1}{2} (u_{i,j} + u_{j,i}), \quad E_i = -\phi, i,$$

where a comma followed by an index $i$ indicates differentiation by the coordinate $x_i$.

Define the extended displacement $U_I$, body force $F_I$, traction $T_I$, stress $\Sigma_{Ij}$, and strain $E_{Ij}$ according to

$$U_I = \begin{cases} u_i \\ \phi \end{cases}, \quad F_I = \begin{cases} f_i \\ -\rho \end{cases}, \quad T_I = \begin{cases} t_i \\ -\omega \end{cases}, \quad \Sigma_{Ij} = \begin{cases} \sigma_{ij} \\ D_j \end{cases}, \quad E_{Ij} = \begin{cases} \epsilon_{ij} \\ E_j \end{cases},$$

where the upper case Roman indices range from 1 to 4. Introduction of these extended variables enables the direct extension of the governing equations from the anisotropic to piezoelectric solids.

### 3.2.2. Piezoelectric equations in 2-D

In dealing with the the stress, strain and compliance in two-dimensions (2-D), adopt the convention of replacing the pair of suffixes $ij$ by a single suffix $M$ (upper case Roman script) following the convention: $(11 \rightarrow 1)$, $(22 \rightarrow 2)$, $(33 \rightarrow 3)$, $(23 \rightarrow 4)$, $(31 \rightarrow 5)$, $(12 \rightarrow 6)$. In 2-D, the extended displacement and other variables depend on coordinates $x_1$ and $x_2$ only.
M. Denda

The non zero components of the engineering strain are given by

\[ e_1 = u_{1,1}, \quad e_2 = u_{2,2}, \quad e_4 = u_{4,2}, \quad e_5 = u_{3,1}, \quad e_6 = u_{2,1} + u_{1,2}, \]

and those for the electric field by

\[ E_1 = -\phi_{,1}, \quad E_2 = -\phi_{,2}. \]

The compatibility equations that follow from (3.10) and (3.11) are given by

\[ e_{211} + e_{122} - e_{612} = 0, \quad e_{41} - e_{52} = 0, \quad E_{21} - E_{12} = 0. \]

Since \( e_3 = E_3 \equiv 0 \), we can eliminate \( \sigma_3 \) and \( D_3 \) in (3.5) to get the reduced extended strain and stress relations,

\[ e_M = S_{MN} \sigma_N + G_{\alpha M} D_\alpha, \]
\[ E_\alpha = -G_{\alpha N} \sigma_N + B_{\alpha \gamma} D_\gamma, \]

where \( S_{MN}, G_{\alpha N} \) and \( B_{\alpha \gamma} \) are the reduced elastic compliance, piezoelectric constants and dielectric impermeability constants, respectively, given by

\[ S_{MN} = s_{D,M S} g_{33} s_{D,N} - (s_{D,M S} g_{33} + s_{D,N} g_{33}) g_{33} - g_{33} g_{33} s_{D,33}, \]
\[ G_{\alpha M} = g_{\alpha M} - s_{D,M S} g_{33} - (s_{D,M S} g_{33} + g_{33} g_{33} + g_{33} g_{33} S_{D,33}), \]
\[ B_{\alpha \gamma} = \frac{g_{33} g_{33} - (g_{33} g_{33} + g_{33} g_{33} + g_{33} g_{33}) g_{33} - g_{33} g_{33} S_{D,33}}{s_{D,33} + g_{33}}, \]

(\( M, N = 1, 2, 4, 5, 6; \alpha, \gamma = 1, 2 \)).

Notice that the upper case Roman script indices take up the values 1, 2, 4, 5 and 6. Greek indices range from 1 to 2 and the comma followed by a subscript \( \alpha \) indicates differentiation by \( x_\alpha \).

The equilibrium equations in (3.6), assuming zero extended body force, can be reduced and given in terms of the extended stress components by

\[ \frac{\partial \Sigma_{I1}}{\partial x_1} + \frac{\partial \Sigma_{I2}}{\partial x_2} = 0, \]

which is automatically satisfied by the extended stress function vector \( \Psi_I \), defined by

\[ \Sigma_{I1} = \frac{\partial \Psi_I}{\partial x_1}, \quad \Sigma_{I2} = \frac{\partial \Psi_I}{\partial x_2}. \]
The extended traction on the boundary is given, from (3.7), by

\[ T_I = \sum I_\alpha n_\alpha, \quad (3.17) \]

where \( n_\alpha \) is the unit normal to the boundary.

### 3.2.3. Lekhnitskii formalism for 2-D piezoelectricity

The extended Lekhnitskii formalism uses the compatibility equations (3.12) by assuming the extended stress function vector of the form,

\[ \Psi_I = L_I f(x_1 + px_2). \quad (3.18) \]

An eighth order characteristic equation in \( p \),

\[
\begin{align*}
d^{(4)}(p) d^{(2)}(p) f^{(2)}(p) + d^{(4)}(p) e^{(2)}(p) e^{(2)}(p) - d^{(3)}(p) d^{(3)}(p) f^{(2)}(p) \\
- 2d^{(3)}(p) e^{(3)}(p) e^{(2)}(p) + d^{(2)}(p) e^{(3)}(p) e^{(3)}(p) = 0, \quad (3.19)
\end{align*}
\]

is obtained from the compatibility equations in (3.12), using (3.18), (3.16) and (3.13), where

\[
\begin{align*}
d^{(4)}(p) &= S_{11}p^4 - 2S_{15}p^3 + (2S_{12} + S_{66})p^2 - 2S_{26}p + S_{22}, \\
d^{(3)}(p) &= S_{15}p^3 - (S_{14} + S_{66})p^2 + (S_{25} + S_{56})p - S_{24}, \\
e^{(3)}(p) &= G_{11}p^3 - (G_{21} + G_{16})p^2 + (G_{12} + G_{26})p - G_{22}, \\
d^{(2)}(p) &= S_{55}p^2 - 2S_{15}p + S_{44}, \\
e^{(2)}(p) &= G_{15}p^2 - (G_{14} + G_{25})p + G_{24}, \\
f^{(2)}(p) &= B_{11}p^2 - 2B_{12}p + B_{22}. \quad (3.20)
\end{align*}
\]

It can be shown that the characteristic equation (3.19) with real coefficients has no real roots and has four pairs of conjugate complex roots \( p_J, \overline{p}_J \) (\( J = 1, 2, 3, 4 \)). It is assumed that four roots \( p_J \) are distinct; coincident roots can be made different by slightly perturbing the material constants. Now the full form of the extended stress function vector (3.18) is given, in terms of four generalized complex variables and complex potential functions \( f_J(z_J) \) (\( J = 1, 2, 3, 4 \)) by

\[ \Psi_I = \sum_{J=1}^{4} [L_{IJ} f_J(z_J) + \overline{L}_{IJ} f_J(z_J)] = 2\Re \left\{ \sum_{J=1}^{4} L_{IJ} f_J(z_J) \right\}, \quad (3.21) \]
where $\Re$ indicates the real part of the complex number and an over bar the complex conjugate. The $L_{IJ}$ matrix is given by

$$L = [L_{IJ}] = [L_1, L_2, L_3, L_4]$$

$$= \begin{bmatrix}
-p_1L_{21} & -p_2L_{22} & -p_2l_1L_{33} & -p_pl_7L_{44} \\
L_{21} & L_{22} & l_l_3L_{33} & l_l_7L_{44} \\
l_1L_{21} & l_2L_{22} & L_{33} & l_8L_{44} \\
l_4L_{21} & l_5L_{22} & l_6L_{33} & L_{44}
\end{bmatrix} ,$$

(3.22)

where

$$l_1 = \frac{1}{d_1^{(2)}d_3^{(3)}} + e_1^{(2)}e_3^{(3)}, \quad l_2 = \frac{1}{d_2^{(2)}d_2^{(3)}} + e_2^{(2)}e_1^{(3)},$$

$$l_3 = \frac{1}{d_3^{(2)}d_3^{(3)}} + e_3^{(2)}e_3^{(3)}, \quad l_4 = \frac{1}{d_1^{(2)}d_1^{(3)}} - d_1^{(2)}e_2^{(3)},$$

$$l_5 = \frac{1}{d_2^{(2)}d_2^{(3)}} - d_2^{(2)}e_2^{(3)}, \quad l_6 = \frac{1}{d_3^{(2)}d_3^{(3)}} + e_3^{(2)}e_3^{(3)},$$

$$l_7 = \frac{1}{d_4^{(2)}d_4^{(3)}} - d_4^{(2)}e_4^{(3)}, \quad l_8 = \frac{1}{d_3^{(2)}d_3^{(3)}} - d_3^{(2)}e_1^{(3)}.$$  

(3.23)

The extended stress vectors are calculated by substituting (3.21) to (3.16) with the result,

$$\Sigma_{12} = 2\Re \left\{ \sum_{J=1}^{4} L_{1JJ'}f_{J'}(z_J) \right\}, \quad \Sigma_{11} = -2\Re \left\{ \sum_{J=1}^{4} p_JL_{1JJ'}f_{J'}(z_J) \right\},$$

(3.24)

where $f_{J'}(z_J) = df_J(z_J)/dz_J$. To obtain the extended displacement, we first calculate the strain and electric field, using the stress (3.24) in (3.13), and then integrate the extended strain-displacement relations (3.10) and (3.11) with the result,

$$U_J = 2\Re \left\{ \sum_{J=1}^{4} A_{1JJ}f_{J}(z_J) \right\},$$

(3.25)

where

$$A = [A_{1JJ}] = [A_1L_1, A_2L_2, A_3L_3, A_4L_4],$$

(3.26)
and

\[
A_J = \begin{bmatrix}
S_{16} - S_{11} p_J, & S_{12}, & S_{14} - S_{15} p_J, & G_{21} - G_{11} p_J \\
S_{56} - S_{51} p_J, & S_{52}, & S_{54} - S_{55} p_J, & G_{25} - G_{15} p_J \\
G_{16} - G_{11} p_J, & G_{12}, & G_{14} - G_{15} p_J, & -B_{12} + B_{11} p_J
\end{bmatrix},
\]  

(3.27)

Note that the extended rigid body displacement is neglected in (3.25).

Since each column of \( L_{IJ} \) matrix is determined within an arbitrary multiplication constant, it is necessary to normalize the components of the \( L_{IJ} \) and \( A_{IJ} \) matrices. For this purpose we use the relations,

\[
L^T A + A^T L = \begin{bmatrix}
2 \sum_{I=1}^{4} L_{I1} A_{I1} & 0 & 0 & 0 \\
0 & 2 \sum_{I=1}^{4} L_{I2} A_{I2} & 0 & 0 \\
0 & 0 & 2 \sum_{I=1}^{4} L_{I3} A_{I3} & 0 \\
0 & 0 & 0 & 2 \sum_{I=1}^{4} L_{I4} A_{I4}
\end{bmatrix},
\]  

(3.28)

\[
L^T \bar{A} + A^T \bar{L} = 0,
\]  

(3.29)

where \( \bar{0} \) is the \( 4 \times 4 \) zero matrix and a bar and the superscript \( T \) indicate the complex conjugate and the transpose, respectively. These relations are obtained by extending the corresponding relations\(^{52-56}\) for the anisotropic solids. The normalization is introduced by setting

\[
2 \sum_{I=1}^{4} L_{IJ} A_{IJ} = 1 \quad \text{(no sum on } J = 1, 2, 3, 4)\).
\]  

(3.30)

The resultant of the extended traction vector (per unit thickness) acting on a contour \( L = \hat{AB} \) from the material to the right toward the material to the left is given, through (3.16) and (3.21), by

\[
R_I = \int_L T_I ds = - \int_L d\Psi = -|\Psi|^B_A = - \left\{ 2 \Re \left\{ \sum_{J=1}^{4} L_{IJ} f_J(z_J) \right\} \right\}^B_A.
\]  

(3.31)

3.3. Physical Interpretation of Extended Somigliana’s Identity in 2-D Piezoelectricity

Consider a finite domain \( A \) in 2-D, surrounded by the boundary \( s \) subject to the extended boundary displacement \( U_I \) and traction \( T_I \). The extended
Somigliana’s identity in piezoelectricity, assuming zero extended body force, gives the extended displacement according to

$$U_M(x) = \int_s [T_I(\ ) U_{IM}(\ , x)] ds(\ ) - \int_s [U_I(\ ) T_{IM}(\ , x)] ds(\ ),$$

(3.31)

where $U_{IM}(\ , x)$ ($I, M = 1, 2, 3, 4$) and $T_{IM}(\ , x)$ are the $I$-th components of the extended displacement and traction, respectively, at $x = (\eta_1, \eta_2)$ when the $M$-th component of the unit extended point force is applied at $x = (x_1, x_2)$. The latter is defined on a line segment with the unit normal $n_\alpha(\ )$.

An extended dislocation dipole is defined by an infinitesimal line segment $ds$ with the unit normal $n = (n_1, n_2)$ over which the extended displacement discontinuity is specified. This is the projection of the 3-D dislocation loop defined by a narrow rectangular strip of infinite extent, in the out-of-plane direction, into the 2-D plane. Let $U_{MI}(x, \ )^*$ be the $M$-th component of the extended displacement solution at $x$ due to the extended dislocation dipole with the unit discontinuity in the $I$-th direction over $ds$ at $x$. Using the symmetry property of the displacement fundamental solution,

$$U_{IM}(\ , x) = U_{MI}(x, \ ),$$

(3.32)

the following relation,

$$-T_{IM}(\ , x) = U_{MI}(x, \ )^*,$$

(3.33)

can be derived. By substituting these relations into (3.31) we get an alternative form of the extended Somigliana’s identity in 2-D piezoelectricity,

$$U_M(x) = \int_s [U_{MI}(x, \ ) T_I(\ )] ds(\ ) + \int_s [U_{MI}(x, \ )^* U_I(\ )] ds(\ ).$$

(3.34)

According to this form of the identity, the extended displacement field in the body $A$ is given by the extended point force $T_I$ and extended dislocation dipole $U_I$ distributions over the contour $s$ embedded in the infinite domain. This is a physical interpretation of the Somigliana’s identity in 2-D piezoelectricity.

3.4. Direct Formulation of the BEM in 2-D

3.4.1. Fundamental solutions for 2-D piezoelectricity

Consider the unit $I$-th component of the extended line force $r_I = 1$ located at $x = (\eta_1, \eta_2)$. Introduce an arbitrary circuit $\Gamma$ around $x$ and determine
the analytic function vector \( f_I(z_I) \) such that the extended force resultant around this circuit is \(-r_i\). Use of (3.30) along with the orthogonality relations (3.28) and (3.29) will give the fundamental solution,

\[
U_{MI}(x, \xi) = \Im \frac{1}{\pi} \sum_{J=1}^{4} A_{MJ} A_{IJ} \ln(z_J - \xi_J),
\]

which is the \( M \)-th component of the extended displacement at \( x = (x_1, x_2) \), where \( z_J = x_1 + p_J x_2 \) and \( \xi_J = \eta_1 + p_J \eta_2 \). The symbol \( \Im \) indicates the imaginary part of a complex variable. Next, consider an extended line dislocation at \( \xi = (\eta_1, \eta_2) \) with the unit jump in the \( I \)-th component of the extended displacement. The solution is determined such that the extended displacement jump around the circuit \( \Gamma \) is \( b_I = 1 \). Using (3.25) and the orthogonality relations (3.28) and (3.29) we get the resulting \( M \)-th component of the extended displacement at \( x = (x_1, x_2) \),

\[
P_{MI}(x, \xi) = \Im \frac{1}{\pi} \sum_{J=1}^{4} A_{MJ} L_{IJ} \ln(z_J - \xi_J).
\]

The extended dislocation dipole is defined by an infinitesimal line segment \( d = (d\eta_1, d\eta_2) \) at \( \xi \) along which the extended displacement is discontinuous. This configuration is produced by placing a pair of extended dislocations, with the same magnitude but opposite signs, at \( \xi \) and \( \xi + d \) and obtained by taking the total derivative of the fundamental solution of the extended dislocation with respect to the generalized complex variables \( \xi_J = \eta_1 + p_J \eta_2 \). For a dislocation dipole at \( \xi = (\eta_1, \eta_2) \) with the unit jump in the \( I \)-th extended displacement component, the resulting \( M \)-th extended displacement component at \( x = (x_1, x_2) \) is given by

\[
U_{MI}(x, \xi)^* \, ds = -\Im \frac{1}{\pi} \sum_{J=1}^{4} A_{MJ} L_{IJ} \frac{d\xi_J}{z_J - \xi_J}
\]

where \( d\xi_J = d\eta_1 + p_J d\eta_2 \) and \( ds = \sqrt{d\eta_1^2 + d\eta_2^2} \) is the magnitude of \( d \).

3.4.2. Implementation

In the BEM discretization, we approximate the whole boundary by a collection of straight elements. For a boundary element \( \Gamma \) of length \( L \) with the end nodes 1, 2 and the middle node 3, approximate the extended displacement and traction on the boundary by quadratic interpolation
functions,

\[ U_I(\xi_J) = \sum_{a=1}^{3} \varphi_a(\xi_J) U^a_I, \quad T_I(\xi_J) = \sum_{a=1}^{3} \varphi_a(\xi_J) T^a_I, \quad (3.38) \]

where \( \varphi_a(\xi_J) (a = 1, 2, 3) \) are the quadratic shape functions and \( U^a_I \) and \( T^a_I \) are the nodal values of \( U_I \) and \( T_I \). The contribution of the boundary element \( \Gamma \) to the first integral of (3.34) is given, through the fundamental solution (3.35) and the interpolation (3.38), by

\[ U^T_M(x) = \sum_{a=1}^{3} \sum_{I=1}^{4} \left\{ \frac{1}{4} \int_{\Gamma} \frac{1}{\pi} \sum_{J=1}^{4} A_{MJ} A_{IJ} \ln(z_J - \xi_J) \varphi_a(\xi_J) ds \right\} T^a_I. \quad (3.39) \]

Similarly, the second integral in (3.34) is given, from (3.37) and (3.38), by

\[ U^U_M(x) = \sum_{a=1}^{3} \sum_{I=1}^{4} \left\{ \int_{\Gamma} -\frac{1}{\pi} \sum_{J=1}^{4} A_{MJ} L_{IJ} \frac{1}{z_J - \xi_J} \varphi_a(\xi_J) d\xi_J \right\} U^a_I. \quad (3.40) \]

For the straight element both integrals can be evaluated analytically with the result,

\[ U^T_M(x) = \sum_{a=1}^{3} \sum_{I=1}^{4} U^T_{MI}(x) T^a_I, \quad U^U_M(x) = \sum_{a=1}^{3} \sum_{I=1}^{4} U^U_{MI}(x) U^a_I, \quad (3.41) \]

with

\[ U^T_{MI}(x) = \frac{1}{\pi} \sum_{J=1}^{4} A_{MJ} A_{IJ} U^T_J(z_J), \]

\[ U^U_{MI}(x) = \frac{1}{\pi} \sum_{J=1}^{4} A_{MJ} L_{IJ} U^U_J(z_J), \quad (3.42) \]

and

\[ U^T_J(z_J) = \frac{1}{\cos \phi + p_J \sin \phi} \sum_{n=1}^{3} (-1)^{n-1} \left[ \varphi_a^{(n-1)}(\xi_J) \ln^{[n]}(z_J - \xi_J) \right]^{\xi_J^J}_{\xi_J^J}, \]

\[ U^U_J(z_J) = \sum_{n=0}^{2} (-1)^{n} \left[ \varphi_a^{(n)}(\xi_J) \ln^{[n]}(z_J - \xi_J) \right]^{\xi_J^J}_{\xi_J^J}, \quad (3.43) \]
where $\xi^1_J$ and $\xi^2_J$ are the values of $\xi_J$ at end nodes 1 and 2, respectively, of $\Gamma$ and $\varphi_a^{(n)}(\xi_J)$ is the $n$th derivative of the shape function with respect to $\xi_J$. Further, $\ln^{[n]}(z_J - \xi_J)$ is the $n$-th integral of $\ln(z_J - \xi_J)$ with respect to the argument $\xi_J$ and is given by

$$\ln^{[n]}(z_J - \xi_J) = (-1)^n \frac{1}{n!} (z_J - \xi_J)^n \left\{ \ln(z_J - \xi_J) - \sum_{k=1}^{n} \frac{1}{k} \right\} \quad (n \geq 0).$$

(3.44)

For the negative integer $n$ we interpret $\ln^{[-1]}(z_J - \xi_J)$ as the derivative so that

$$\ln^{[-1]}(z_J - \xi_J) = -\frac{1}{z_J - \xi_J}, \quad \ln^{[-2]}(z_J - \xi_J) = -\frac{1}{(z_J - \xi_J)^2}.$$ (3.45)

As shown in Fig. 3.1, in each plane of the generalized complex variable $z_J = x_1 + p_J x_2$ ($J = 1, 2, 3, 4$) the image $\Gamma_J$ of the original boundary element $\Gamma$ is defined. The branch cut of the logarithmic function $\ln(z_J - \xi_J)$, where $\xi_J$ is a point on $\Gamma_J$ is defined as follows. First, get the image $\xi^1_J$ of the node point $\xi^1$ (Fig. 3.1). Second, select the branch cut of the logarithmic function $\ln(z_J - \xi_J)$ to be a straight line emanating from $\xi_J$ and extending indefinitely toward $\xi^1_J$. Next, calculate the principal value argument of $\xi^1_J - \xi_J$ and set this value as the maximum $\arg^{\text{max}}_{J}$ of the angular range so that the argument of the logarithmic function $\ln(z_J - \xi_J)$ is defined by

$$\arg^{\text{max}}_{J} - \pi < \arg(z_J - \xi_J) \leq \arg^{\text{max}}_{J}.$$ (3.46)

Notice that the branch cut defined this way differs from element to element.

Fig. 3.1. Physical $(z)$ and mapped $(z_J; J = 1, 2, 3, 4)$ planes. The source point $\xi$ is mapped to $\xi_J$. Images $\xi^1_J$ ($J = 1, 2, 3, 4$) of the node point $\xi^1$ are used to define the branch cuts of $\log(z_J - \xi_J)$ in the mapped planes.
3.5. Numerical Green’s Functions for Crack Modeling

Let the upper and lower faces of the 2-D crack be $L^+$ and $L^-$, respectively. Since the two faces of the crack coincide, the BEM formulation based on the mathematical interpretation of Somigliana’s identity cannot determine the extended displacement uniquely along the crack surface. If we consider the crack as the limiting case of an ellipsoidal hole, then the physical interpretation of the extended Somigliana’s identity leads naturally to a continuous distribution of extended dislocation dipoles along $L^+$ and $L^-$ with zero extended traction. This distribution, when combined, will give the continuous distribution of the extended dislocation dipoles along $L = L^+ = L^-$ with the magnitude $\delta_K = U^+_K - U^-_K$, where $U^+_K$ and $U^-_K$ are the extended displacement on the upper and lower surfaces of the crack and $\delta_K$ is the extended COD. The displacement due to the crack is given, by integrating (3.37) along the crack, by

$$U^d_J(x) = -\Im \frac{1}{\pi} \int_{-1}^{+1} \sum_{N=1}^{4} A_{JN} \sum_{K=1}^{4} L_{KN} \delta_K \frac{d\xi_N}{z_N - \xi_N}. \quad (3.47)$$

Consider a straight crack in the interval $(-a, +a)$ on the $x_1$-axis where $\xi_N = \eta_1 + p_N \eta_2 = \eta_1$. Introduce non-dimensional variables $\eta = \eta_1/a$ and $Z_N = z_N/a$ and rewrite (3.47) as

$$U^d_J(x) = \Im \frac{1}{\pi} \int_{-1}^{+1} \sum_{N=1}^{4} A_{JN} \sum_{K=1}^{4} L_{KN} \delta_K(\eta) \frac{d\eta}{\eta - Z_N}. \quad (3.48)$$

Interpolate the extended crack opening displacement by

$$\delta_K(\eta) = \sqrt{1 - \eta^2} \sum_{m=1}^{M} \delta^{(m)}_K U_{m-1}(\eta), \quad (3.49)$$

where $U_{m-1}(\eta)$ is the Chebyshev polynomial of the second kind, to embed the crack tip singular behavior. Substitute (3.49) into (3.48) and evaluate the integral analytically to get,

$$U^d_J(x) = \Im \sum_{m=1}^{M} \sum_{N=1}^{4} A_{JN} \sum_{K=1}^{4} L_{KN} \delta^{(m)}_K R_m(Z_N), \quad (3.50)$$

where

$$R_m(Z_N) = \left( Z_N - \sqrt{(Z_N)^2 - 1}\right)^m \quad (m \geq 1). \quad (3.51)$$
Similarly, the extended stress function is given by
\[
\Phi^{(d)}(x) = -3 \sum_{m=1}^{M} \sum_{N=1}^{4} L_{JN} \sum_{K=1}^{4} L_{KN} \delta_K^{(m)} R_m(Z_N),
\] (3.52)
from which the extended stress components are obtained, through (3.16), with the result,
\[
\Sigma_{J2}^{(d)}(x) = -\frac{1}{a} \sum_{m=1}^{M} \sum_{N=1}^{4} L_{JN} \sum_{K=1}^{4} L_{KN} \delta_K^{(m)} m G_{m-1}(Z_N),
\]
\[
\Sigma_{J1}^{(d)}(x) = \frac{1}{a} \sum_{m=1}^{M} \sum_{N=1}^{4} p_N L_{JN} \sum_{K=1}^{4} L_{KN} \delta_K^{(m)} m G_{m-1}(Z_N),
\] (3.53)
where
\[
G^{(m-1)}(Z_N) = \frac{(Z_N - \sqrt{(Z_N)^2 - 1})^m}{\sqrt{(Z_N)^2 - 1}} \quad (m \geq 1).
\] (3.54)
The traction on the top (+) and bottom (−) surfaces of the crack is given, through the limiting behavior of \(\Sigma_{J2}^{(d)}(x)\) in (3.53), by
\[
T_{J}^{\pm}(X) = \pm \frac{1}{a} \sum_{m=1}^{M} \sum_{N=1}^{4} L_{JN} \sum_{K=1}^{4} L_{KN} \delta_K^{(m)} m U_{m-1}(X) \quad (|X| \leq 1),
\] (3.55)
where \(X = x_1/a\). Observation of the limiting behavior in front of each crack tip at \(X = \pm 1\) will yield
\[
K_{J}(\pm 1) = \sqrt{\frac{\pi}{a}} \sum_{m=1}^{M} (\pm)^{m+1} \sum_{N=1}^{4} L_{JN} \sum_{K=1}^{4} L_{KN} \delta_K^{(m)} m,
\] (3.56)
which give Mode I \((K_J = K_2)\), Mode II \((K_{II} = K_1)\), Mode III \((K_{III} = K_3)\) and Mode IV \((K_{IV} = K_4)\) extended SIFs. Inspired by this equation, we introduce an influence coefficient,
\[
K_{JI} = \sqrt{\frac{\pi}{a}} \sum_{N=1}^{4} L_{JN} L_{IN},
\] (3.57)
which gives the extended stress intensity factor \(K_J\) due to the unit extended crack opening displacement component \(\delta_I^{(1)}\).
Consider, for example, an impermeable crack with zero extended traction on the crack surface. Under a given set of the remote loading, we can use the superposition principle to determine the extended COD coefficients $\delta^{(m)}_K$ such that, along the crack contour $L$, the sum of the traction due to the remote loading and that by the extended dislocation dipole distribution, (3.55), satisfies the given extended crack surface traction BC. The value of the crack surface extended traction is zero for the impermeable crack, but non-zero for the permeable and semipermeable cracks. The extended COD coefficients $\delta^{(m)}_K$ ($m = 1, 2, \ldots, M$) are determined by evaluating the extended traction at $M$ collocation points,

$$
\begin{align*}
\eta_1 &= 0.0 & (M = 1) \\
\eta_1 &= -1.0, \eta_M = 1.0 & (M \geq 2),
\end{align*}
$$

obtained by dividing the crack interval $-1 \leq \eta \leq +1$ equally. Notice that the crack tips are included among the collocation points. This is possible since the extended traction is bounded at the crack tips as seen from (3.55).

Formulas developed above satisfy one requirement for the Green’s function to have the built-in singularity at the crack tips. Another requirement to satisfy the crack surface boundary condition is not fulfilled automatically, but a procedure is set up to satisfy it numerically. This is a typical approach of the numerical Green’s function and it makes sense for the fracture analysis of the piezoelectric solids, where multiple options for the crack surface BC exist. Equations (3.50) and (3.52) give the numerical Green’s functions for the extended displacement and stress function vectors in terms of the unknown extended COD coefficients $\delta^{(m)}_K$. Once these coefficients are determined, through the procedure described above, the formula (3.56) gives the extended SIFs explicitly and there is no need for the post-processing. The crack element developed here is called the whole crack singular element (WCSE). For the inclined crack, we introduce a pair of rotated local coordinate axes parallel and perpendicular to the crack. In applying formulas (3.50)–(3.56), the compliance, characteristic roots and matrices $L$ and $A$ need to be redefined to reflect the coordinate rotation. The application of the WCSE can readily be extended to multiple cracks in the finite domain with the introduction of the boundary elements as described in the next section. Similar approach for the numerical Green’s function by Telles and Guimarães uses numerical integration of integrals similar
to (3.47), which is more time consuming but flexible and not limited to the straight crack.

### 3.6. Crack Surface Electric BCs and Solution Algorithms

#### 3.6.1. Impermeable and permeable cracks

Consider a finite body subject to the extended boundary displacement \( \{ U \} \) and traction \( \{ T \} \) vectors that contains \( N \) straight impermeable cracks. In addition to the global coordinate system, a local coordinate with its origin at the crack center and the horizontal axis along the crack is introduced for each crack. The extended COD of \( n \)-th crack \((n = 1, 2, \cdots, N)\) is interpolated by \( M = M_n \) Chebyshev polynomials in (3.49) introducing a \( 4M_n \)-dimensional extended COD coefficient vector \( \{ \} \), which is determined by setting the extended crack surface traction to zero,

\[
\{ T^C \}_n = [H]_n \{ U \} + [G]_n \{ T \} + \sum_{j=1}^{N} [D]_{nj} \{ \} = \{ 0 \}
\]

at \( M_n \) collocation points. Here \( \{ T^C \}_n \) is the \( 4M_n \)-dimensional global extended traction vector. The coefficient matrices \([H]_n\), \([G]_n\) and \([D]_{nj}\) represent contributions from the boundary displacement, traction and \( j \)-th crack, respectively. An additional system of the extended boundary displacement equations is given by

\[
\{ U \} = [H] \{ U \} + [G] \{ T \} + \sum_{j=1}^{N} [D] \{ \} ,
\]

where coefficient matrices \([H]\), \([G]\) and \([D]_j\) represent contributions from the extended boundary displacement, traction and \( j \)-th crack, respectively.

For multiple permeable cracks, replace the last component, \( \delta_4 = 0 \), of the extended COD with the last component, \( T^C_4 \), of the extended crack surface traction to introduce a four-dimensional unknown vector \( \{ \delta_1, \delta_2, \delta_3, T^C_4 \} \) for \( n \)-th crack. Swap \( \delta_4 \) and \( T^C_4 \) in (3.59) to produce a modified system of equations for the new unknowns \( \{ \} \). In (3.60), the extended COD for each permeable crack has only three components since \( \delta_4 = 0 \). In (3.59) and (3.60) the local contributions from each crack, given in
terms of the local components, must be converted to the global components before adding them for all cracks.

3.6.2. Semipermeable cracks

Consider a finite body with \( N \) straight semipermeable cracks. Interpolate, following (3.49), the extended COD for \( n \)-th crack \((n = 1, \ldots, N)\) by

\[
\delta_K^{n}(\eta) = \sqrt{1 - \eta^2} \sum_{m=1}^{M} \delta_K^{n(m)} U_{m-1}(\eta) \tag{3.61}
\]

and the extended traction component \( T_C^{n} \) on the upper surface of the crack by

\[
T_C^{n}(\eta) = \sum_{m=1}^{M} T_C^{n(m)} U_{m-1}(\eta), \tag{3.62}
\]

in terms of the normalized parameter \(-1 \leq \eta \leq +1\) introduced along the crack. The number \( M \) of interpolation polynomials in (3.61) and (3.62) is assumed to be the same for all cracks. Notice that \( \delta_K^{n(m)} \neq 0 \) and \( T_C^{n(m)} = 0 \) for for the impermeable crack while \( \delta_K^{n(m)} = 0 \) and \( T_C^{n(m)} \neq 0 \) for the permeable crack. The proposed iteration procedure for the semipermeable multiple cracks consists of two stages: the preliminary and the refinement stages. First, apply the preliminary iteration to find the approximate location of the semipermeable solution in-between the impermeable and permeable solutions.

1. Use the impermeable BEM solver to obtain the impermeable solution \( \delta_K^{n(m)[0]} \), where the superscript \([0]\) indicates the initial value and, in the following, the superscript \([k]\) attached to variables indicates \(k\)-th iteration values.

2. (a) With a control parameter \( p = p^{[1]} < 1.0 \), set a slightly reduced value of \( \delta_K^{n(m)[1]} = p^{[1]} \delta_K^{n(m)[0]} \).

(b) Use the permeable BEM solver to calculate \( \delta_K^{n(m)[1]} \) and \( T_C^{n(m)[1]} \) corresponding to \( \delta_K^{n(m)[1]} \).

(c) Use (3.1) and the relation (3.17) to calculate

\[
K^{Cn[1]}(\zeta_i) = T_C^{n[1]}(\zeta_i) \delta_K^{n[1](\zeta_i)} \tag{3.63}
\]
at \( M \) sample points \( \zeta_i \) \( (i = 1, \ldots, M) \) on each crack. The sample points \( \zeta_i \) are given by the Gaussian quadrature points, which are different from (3.58) used for the extended traction calculation. Here \( \delta^n_{4i}([\zeta_i]), \delta^{n[1]}_4([\zeta_i]) \) and \( T^{Cn[i]}_4([\zeta_i]) \) are given by (3.61) and (3.62).

(d) Calculate the average

\[
\bar{\kappa}^{Cn[1]}_4 = \frac{\sum_{i=1}^{M} \kappa^{Cn[1]}_4(\zeta_i)}{M}
\]  

for each crack.

3. Repeat STEP 2, \( R \) times, for gradually reduced values of \( \delta^n_{4i}[k] = p[k] \cdot \delta^{n[0]}_4[0] \) for the control parameter \( p = p[k] (k = 2, 3, 4, \ldots, R) \) and plot the \( p[k] - \bar{\kappa}^{Cn[k]}_4 \) curve for each crack.

4. Get the intersection of the \( p[k] - \bar{\kappa}^{Cn[k]}_4 \) curve with the horizontal line \( \kappa^C = \kappa^{air} \) that gives the best fit parameter value \( p^n_{[best]} \) for each crack. Use the permeable BEM solver with

\[
\delta^n_{4i}[best] = p^n_{[best]} \cdot \delta^{n[0]}_4[0] \quad \text{(no sum on n)}
\]  

(3.65)

to calculate \( \delta^n_{4i}[best] \) and \( T^{Cn[m][0]}_4 \).

In the preliminary iteration stage we scan \( R \) multiple solutions between the impermeable \((p^{[0]} = 1)\) and permeable \((p^{[R]} = 0)\) cracks keeping the modal shape of \( \delta^n_{4i}[k] = p[k] \cdot \delta^{n[0]}_4[0] \) always similar. With the exception of the single crack, however, this strategy does not get the accurate semipermeable solution for multiple cracks. The refinement stage of the iteration starts with the solution, given by (3.65), and an effort is made to modify this modal shape.

5. Select the starting values of the refined iteration by adopting the best values obtained in the preliminary stage: \( \delta^n_{4i}[0] = \delta^n_{4i}[best] \), \( \delta^{n[0]}_2 = \delta^{n[0]}_{2[best]} \) and \( T^{Cn[m][0]}_4 = T^{Cn[m][best]}_4 \). Notice that the notation \( \delta^n_{4i}[0] \) is reused here with a different definition from STEP 1.

6. Enforce the semipermeable relation (3.1) to calculate

\[
\delta^n_{4i}[prj]([\eta_i]) = \frac{T^{Cn[m][0]}_4([\eta_i]) \cdot \delta^{n[0]}_2([\eta_i])}{\kappa^C}
\]  

(3.66)

at \( M \) collocation points \( \eta_i \) defined by (3.58), where \( \delta^{n[0]}_2([\eta_i]) \) and \( T^{Cn[m][0]}_4([\eta_i]) \) are given by (3.61) and (3.62). Solve the system of
to calculate $M$ projected coefficients $\delta_4^{n(m)[prj]}$ for each crack $n$. Although the projected modal shape, $\delta_4^{n(m)[prj]}$, pushes the solution in the right direction, it is not close enough from the semipermeable solution requiring to sweep another set of multiple solutions between $\delta_4^{n(m)[prj]}$ and $\delta_4^{n(m)[0]}$, where $\delta_4^{n(m)[0]} = \delta_4^{n(m)[best]}$ defined in STEP 5 is the best solution after the preliminary iteration.

7. Divide the interval $||\delta_4^{n(m)}|| = \delta_4^{n(m)[prj]} - \delta_4^{n(m)[0]}$ by $L$ equal sub-intervals of magnitude $\Delta \delta_4^{n(m)} = ||\delta_4^{n(m)}||/L$. Run the permeable BEM solver for $L$ values of $\delta_4^{n(m)[l]} = \delta_4^{n(m)[0]} + l \cdot \Delta \delta_4^{n(m)}$ ($l = 1, \ldots, L$) to calculate $\delta_2^{n(m)[l]}$ and $T_4^{Cn(m)[l]}$.

8. Follow STEPs 2 (c) to (d) to calculate the average $\bar{\kappa}Cn[l]$ for each crack according to (3.64).

9. Following the step similar to STEP 4, obtain the best fit $\delta_4^{n(m)[best]}$ for each crack and calculate $\delta_2^{n(m)[best]}$ and $T_4^{Cn(m)[best]}$.

10. Repeat STEPs 5 to 9 a total of $S$ times if necessary.

Since the extended COD for the single crack is given by one term (i.e. $M = 1$) of the interpolation in (3.49), the ratio of $\delta_2/\delta_4$ in (3.63) is constant $\delta_2^{(1)}/\delta_4^{(1)}$ over the entire crack surface along with the electric induction. Therefore, the calculation of $\kappaC$ by (3.63) requires only one sample point on the crack, typically at the center. On the other hand, the interpolation of the extended COD for multiple cracks requires multiple polynomial terms $U_{m-1}(\eta)$ in (3.49), and the ratio $\delta_2/\delta_4$ is not constant over the crack surface.

3.7. Material Constants

In addition to the constitutive equations, (3.4) and (3.5), there exist another set of constitutive equations that gives the strain and electric induction components in terms of the stress and electric field components,

$$\epsilon_{ij} = s^{E}_{ijkl}\sigma_{kl} + d_{kij}E_k, \quad D_i = d_{ikl}\sigma_{kl} + \kappa_{ik}^{E}E_k, \quad (3.67)$$

where $s^{E}_{ijkl}$, $d_{kij}$, and $\kappa_{ik}^{E}$ are the elastic compliance constants at constant electric field, piezoelectric strain constants, and dielectric permittivity
constants at constant stress, respectively. The constants required in our analysis, \((s_{ijkl}^D, g_{ijkl}, \beta_{ij}^e)\), need to be obtained in terms of the other sets of constants, \((s_{ijkl}^E, d_{ijkl}, \kappa_{ik}^e)\) and \((\kappa_{ijkl}^E, \epsilon_{ijkl}, \kappa_{ik}^e)\), which are available in the literature.\(^{60}\) For example, given the material constants \((\epsilon_{ijkl}, \epsilon_{ikl}, \kappa_{ik}^e)\) as the input, we can calculate other constants as follows:

\[
s_{ijkl}^E = (c_{ijkl}^E)^{-1} \rightarrow d_{ijkl} = \epsilon_{ilm} s_{lmjk} \rightarrow \kappa_{ij}^e = \kappa_{ij} + d_{ijkl} \epsilon_{jk}^e \rightarrow \beta_{ij}^e = (\kappa_{ij}^e)^{-1} \rightarrow g_{ijkl} = \beta_{ij}^e s_{ijkl}^E = s_{ijkl}^E - d_{ijml} g_{lmkl}.
\]

(3.68)

The stress, strain, electric induction and electric field are of the order of \(\sigma_0 = 10^8 \ (N/m^2)\), \(\epsilon_0 = 10^{-3}\), \(D_0 = 10^{-2} \ (C/m^2)\), and \(E_0 = 10^7 \ (V/m)\), respectively, and the elastic stiffness, piezoelectric stress and dielectric permittivity constants have the order of \(c_0 = 10^{11} \ (N/m^2)\), \(e_0 = 10^1 \ (C/m^2)\) and \(\kappa_0 = 10^{-9} \ (C/(mV))\), respectively. The truncation error, caused by the wide variation in the order of magnitudes for the piezoelectric variables and coefficients, can be avoided by their normalization. For example, \(\tilde{q} = q/q_0\) gives the normalization of a dimensional quantity \(q\) by its reference quantity \(q_0\), examples of which are given above. Given the reference values of the stress, strain, electric induction and electric field, those for other quantities are determined in terms of these four reference variables such that the normalized governing equations remain exactly the same as the original equations. See Table 3.1 for a complete list of the

<table>
<thead>
<tr>
<th>Table 3.1. The reference values for the material constants and the field variables in piezoelectricity.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Displacement</td>
</tr>
<tr>
<td>Stiffness</td>
</tr>
<tr>
<td>Compliance</td>
</tr>
<tr>
<td>Piezoelectric</td>
</tr>
<tr>
<td>Stress</td>
</tr>
<tr>
<td>Strain</td>
</tr>
<tr>
<td>(K_{11.11.11})</td>
</tr>
<tr>
<td>(K_{11.10,11.11})</td>
</tr>
</tbody>
</table>
reference values, where $x_0(m)$ is the characteristic length of the problem. In this paper $x_0 = 1(m)$ is used.

The piezoelectric solids considered here is Barium Sodium Niobate ($BaNb_2O_5$, Orthogonal 2mm) -BSN- with the material constants

$$[c^E_{IJ}] = \begin{bmatrix} 23.9, & 10.4, & 5.0, & 0.0, & 0.0, & 0.0 \\ 24.7, & 5.2, & 0.0, & 0.0, & 0.0 \\ 13.5, & 0.0, & 0.0, & 0.0 \\ 6.5, & 0.0, & 0.0 \\ 6.6, & 0.0 \\ 7.6 \end{bmatrix} \times 10^{10}(N/m^2),$$

$$[e_{iJ}] = \begin{bmatrix} 0.0, & 0.0, & 0.0, & 2.8, & 0.0 \\ 0.0, & 0.0, & 0.0, & 3.4, & 0.0, & 0.0 \\ -0.4, & -0.3, & 4.3, & 0.0, & 0.0, & 0.0 \end{bmatrix} (C/m^2),$$

$$[\kappa_{ij}^E] = \begin{bmatrix} 222.0, & 0.0, & 0.0 \\ 227.0, & 0.0 \\ 32.0 \end{bmatrix} \times 8.854 \times 10^{-12} (farads/m). \quad (3.69)$$

Only the upper triangular half of the symmetric matrices are shown. BSN has the electrical/out-of-plane mechanical coupling with no in-plane/out-of-plane mechanical and electrical/in-plane mechanical couplings as can be seen from its influence coefficients, defined by (3.57),

$$[\bar{K}_{JI}] = \begin{bmatrix} 0.900143, & 0.0, & 0, & 0 \\ 0.0, & 0.915084, & 0.0, & 0.0 \\ 0.0, & 0.0, & 0.580679, & 0.274588 \\ 0.0, & 0.0, & 0.274588, & -1.7619 \end{bmatrix}, \quad (3.70)$$

in which $\bar{K}_{34}$ and $\bar{K}_{43}$ are nonzero.

3.8. Numerical Results

3.8.1. Upper and lower bound analysis

For all piezoelectric multiple crack configurations, the permeable and impermeable crack solutions set the upper and lower bounds for the crack surface electric induction, electric potential jump and the electric induction intensity factor $\bar{K}_{IV}$. The Mode I, II, and III SIFs and the crack opening displacement components $\bar{\delta}_1$, $\bar{\delta}_2$, and $\bar{\delta}_3$ are identical for permeable and impermeable cracks. The semipermeable crack solution should be located somewhere in-between these two solutions. Even though they are not
correct, their upper and lower bounds property can be exploited in the fracture analysis if the semipermeable crack solution is not available. Detailed upper and lower bounds analysis can be found in Denda and Mansukh.¹²

### 3.8.2. Semipermeable cracks

#### 3.8.2.1. Single crack in an infinite body

Consider the single crack in an infinite BSN subjected to the combined remote loadings $\bar{\sigma}_{22}^{\infty} = 1$ (tension) and $\bar{D}_{22}^{\infty} = 1$ (electric induction), resulting in $\bar{\delta}_2$ (opening) and $\bar{\delta}_4$ (potential jump) at the same time. Due to the absence of the electrical/in-plane coupling the single application of either $\bar{\sigma}_{22}^{\infty}$ or $\bar{D}_{22}^{\infty}$ for the impermeable crack produces $\bar{\delta}_2$ or $\bar{\delta}_4$ only, which creates no inconsistency. For the permeable crack, since the electric potential jump is always zero for both loadings, each crack solution for individual loading is always consistent. Therefore, although the impermeable and permeable BCs produce different electric induction on the crack faces, both solutions are consistent and there is no need to come up with the semipermeable BC if only one of the loadings, $\bar{\sigma}_{22}^{\infty}$ or $\bar{D}_{22}^{\infty}$, is separately applied. The consideration of the semipermeable boundary condition becomes necessary only when the both loadings are applied.

For the single crack in the infinite body, only the preliminary iteration, consisting of STEPs 1 to 4, is needed to get the accurate semipermeable solution. This is because only one term in the interpolation (3.49) is sufficient to describe the extended crack opening displacement, which remains similar among the impermeable, permeable and semipermeable cracks. The iteration was performed $R = 1000$ times decreasing the parameter $p$ evenly from 1 to 0. The variation of $\bar{\kappa}^C$ as the function of the control parameter $p$ is shown in Fig. 3.2(a), in which the intersection of this curve with the horizontal line $\bar{\kappa}^{air} = 8.854$ occurs at $p^{(smp)} = 0.189292$. The variation of $\bar{K}_{1V}$ and $\bar{D}_2^C$ is shown in Figs. 3.2(b) and (c). Since they vary linearly between the impermeable and permeable conditions, the semipermeable solutions are given by $K_{1V}^{(smp)} = p^{(smp)} K_{1V}^{(imp)}$ and $D_2^{C(smp)} = (1 - p^{(smp)}) D_2^{C(per)}$, where $K_{1V}^{(imp)} = \sqrt{\pi}$ and $D_2^{C(per)} = 1$. The value of $D_2^{C(smp)} = 0.810708$ agrees perfectly with the theoretical value $D_2^{C(smp)} = 0.810709$ given by Denda and Mansukh.¹² Note that $K_{III}$ is very small, but not zero as shown in Fig. 3.2(d); this comes from the electrical/out-of-plane coupling. Although not shown, $\bar{K}_I$ and $\bar{\delta}_2$ remain
constant throughout the iteration and \( \tilde{K}_{II} \) is zero. The variation of (a) \( \tilde{\delta}_4 \) and (b) \( \tilde{D}_2 \) along the crack for impermeable, semipermeable and permeable cracks, respectively, is shown in Figs. 3.3(a) and (b).

3.8.2.2. Single crack in a finite body

Consider a crack \((\bar{a} = 1)\) in a finite BSN body \((\bar{H} = \bar{W} = 4)\) under the unit normalized tension \(\tilde{\sigma}_{22} = 1\) and electric induction \(\tilde{D}_2 = 1\), as shown in Fig. 3.4(a). We have used \(M = 7\) terms in the interpolation (3.49) and \(\kappa^C\), calculated by (3.63), is not constant along the crack. As
Fig. 3.3. Variation of (a) \( \bar{\delta}_4 \) and (b) \( \bar{D}_2^C \) along the crack for impermeable, semipermeable and permeable cracks for BSN under \( \bar{\sigma}_{22} = 1 \) (tension) and \( \bar{D}_2^C = 1 \) (electric induction).

Fig. 3.4. (a) A center crack in a finite body \( (H = W = 4) \) under uniaxial tension \( \bar{\sigma}_{22} \) and electric induction \( \bar{D}_2 \). (b) Three aligned parallel cracks \( (2\bar{a}/\bar{d} = 4) \) in an infinite body under uniaxial tension \( \bar{\sigma}_{22} \) and electric induction \( \bar{D}_2 \).
in (3.64) the average value was used to calculate $\bar{\kappa}$. The preliminary stage of the iteration using STEPs 1 to 4 with $R = 1,000$ iterations gave the best approximate solution for $\bar{\kappa}$, which has more than 2% deviation from the required constant value $\bar{\kappa}_{air}$ as shown in Fig. 3.5. The refinement stage following the preliminary (with $R = 10$ iterations) was applied, using $S = 10$ iteration in STEPs 5 to 10 (with $L = 20$ in STEP 7). The value of $\bar{\kappa}$ has agreed with that for $\bar{\kappa}_{air}$ up to four significant digits for the entire crack length. The extended stress intensity factor is given by $\bar{K}_{I}^{(smp)} = 2.36716$, $\bar{K}_{II}^{(smp)} = 0.0$, $\bar{K}_{III}^{(smp)} = -0.802325 \times 10^{-4}$ and $\bar{K}_{IV}^{(smp)} = 0.437143$. The electric intensity factors of the impermeable and permeable cracks are given by $\bar{K}_{IV}^{(imp)} = 2.00409$ and $\bar{K}_{IV}^{(per)} = 0.0$, respectively. Other stress intensity factors ($\bar{K}_{I}$, $\bar{K}_{II}$ and $\bar{K}_{III}$) remain the same for three crack BCs. The electric potential jump and electric induction field over the crack are shown
in Figs. 3.6(a) and (b). Notice that the $\bar{D}_2$ for the semipermeable crack is not constant along the crack in comparison to the constant values for the impermeable and permeable cracks. The crack opening $\bar{\delta}_2$ is the same for all three cracks.

### 3.8.2.3. Three parallel cracks

The problem of three parallel cracks of Fig. 3.4(b) was considered since the solutions for the upper (or lower) and the middle cracks are different. The number of polynomials used in the interpolation (3.49) is $M = 7$ for each crack. The preliminary and refined iteration schemes were applied using $R = 10$ iterations in STEPs 1 to 4, $S = 10$ iterations in STEPs 5 to 10 and $L = 20$ in STEP 7. The value of $\bar{\kappa}^C$ calculated by (3.63) along three cracks agrees with $\bar{\kappa}^{air}$ up to three significant digits. Remote loading consists of $\sigma_2^\infty = 1$ (tension) and $\bar{D}_2^\infty = 1$ (electric induction). As seen in Table 3.2, the upper and lower bounds properties of the electric intensity factor for the impermeable (IP) and permeable (P) cracks are clearly demonstrated. The variation of (a) $\bar{\delta}_4$ and (b) $\bar{D}_2$ along the top crack $AB$ (or bottom crack $EF$) in Fig. 3.4(b) for impermeable, semipermeable and permeable cracks, respectively, is shown in Fig. 3.7(a) and (b). Figure 3.8 shows similar figures for the middle crack $CD$. Although not shown, $K_I$ and $\bar{\delta}_2$ remain constant throughout the iteration and $K_{III}$ is very small.
Table 3.2. Extended SIFs for three parallel cracks (Fig. 3.4(b)) in infinite BSN under $\bar{\sigma}_2^\infty = 1$ and $\bar{D}_2^\infty = 1$.

<table>
<thead>
<tr>
<th>SIF</th>
<th>BC</th>
<th>Tip A</th>
<th>Tip C</th>
</tr>
</thead>
<tbody>
<tr>
<td>$K_I/\sqrt{\pi}$</td>
<td>impermeable</td>
<td>0.6955</td>
<td>0.4516</td>
</tr>
<tr>
<td></td>
<td>semipermeable</td>
<td>0.6955</td>
<td>0.4516</td>
</tr>
<tr>
<td></td>
<td>permeable</td>
<td>0.6955</td>
<td>0.4516</td>
</tr>
<tr>
<td>$K_{II}/\sqrt{\pi}$</td>
<td>impermeable</td>
<td>-0.1465</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>semipermeable</td>
<td>-0.1465</td>
<td>0.0000</td>
</tr>
<tr>
<td></td>
<td>permeable</td>
<td>-0.1465</td>
<td>0.0000</td>
</tr>
<tr>
<td>$K_{IV}/\sqrt{\pi}$</td>
<td>impermeable</td>
<td>0.7490</td>
<td>0.6160</td>
</tr>
<tr>
<td></td>
<td>semipermeable</td>
<td>0.1331</td>
<td>0.08525</td>
</tr>
<tr>
<td></td>
<td>permeable</td>
<td>0.0000</td>
<td>0.0000</td>
</tr>
</tbody>
</table>

Fig. 3.7. Variation of (a) $\delta_4$ and (b) $\bar{D}_2^C$ along the top crack AB (or bottom crack EF) in Fig. 3.4(b) for impermeable, semipermeable and permeable cracks for BSN under $\bar{\sigma}_2^\infty = 1$ (tension) and $\bar{D}_2^\infty = 1$ (electric induction).

3.9. Concluding Remarks

In this article the boundary element method for the fracture analysis of the general piezoelectric solids in two-dimensions has been presented along with the solution algorithms for impermeable, permeable and semipermeable crack face electric boundary conditions. Several innovative approaches not used in the traditional boundary element methods have been introduced: physical interpretation of the extended Somigliana’s identity,
use of the extended dislocation for crack modeling, analytical representation of the crack tip singularity, and the solution algorithm for the multiple semipermeable cracks based on the impermeable and permeable crack solvers.

The numerical Green’s function based on the WCSE developed here can deal with straight center cracks only. The extension of the numerical Green’s function for edge cracks and non-straight cracks, developed for the general anisotropic solids (Crack-Tip Singular Element, CTSE, by Denda and Marante\textsuperscript{61}, is in the list of future work. Note that the general solution algorithms developed for the impermeable, permeable and semipermeable cracks here are applicable to the edge and/or curvilinear crack modeled by the CTSE.
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Recent work on the development of boundary integral equation methods for 3-D exponentially graded elasticity is summarized. A synopsis of the derivation of the fundamental displacement and traction kernels is presented, and the difficulties inherent in dealing with these functions are highlighted. Results of new calculations utilizing a parallel domain decomposition boundary integral algorithm are reported. A possible new approach to representing the graded Green’s function and its derivatives is discussed.

4.1. Introduction

The unique and powerful features of numerical methods based upon boundary integral equations are well known: a boundary-only formulation (therefore requiring only a boundary mesh), fast solution methods for highly complex geometries,¹ and a solution that, while approximately satisfying the boundary conditions, is nevertheless an exact solution of the governing differential equation. However, the price that is paid for these advantages is generality — the foundation of the numerical method is having a manageable Green’s function,² and these fundamental solutions are simply not widely available.
Boundary integral methods have therefore been limited almost exclusively to the simplest partial differential equations posed in homogeneous domains, and an important research goal is to try to expand the range of applications of the method. For non-homogeneous media, wherein the material properties vary in a smooth but otherwise arbitrary manner, analytic forms for Green’s functions are virtually non-existent (see Chapter 2 in Ref. 3). Work in this area, with at best partial success, has been carried out by Shaw and co-workers,4–6 Clements et al.,7,8 and Kassab and Divo.9,10 (regarding this last work concerning an arbitrary spatially varying thermal conductivity, see also Refs. 11 and 12).

For general inhomogeneity, the best that appears possible is the numerical construction of an ‘approximate Green’s function’ (called a Levi function).3 Instead of solving the equation \( A\mathcal{G} = \delta \), where \( A \) is the differential operator and \( \mathcal{G} \) the Green’s function, one solves \( AL = \delta + R \), where \( R \) is a ‘small remainder’. In this case, the integral equation formulation will necessarily retain a volume integral; however, with the recent development of fast volume methods13–15 this is not necessarily a major obstacle.

One path that has met with some success is to assume a specific exponential form for the variation in material properties. This chapter summarizes recent work on the integral equation formulation for the elastic analysis of an isotropic solid with Lamé moduli varying as

\[
\lambda(\mathbf{x}) = \lambda_0 \exp(2\beta \cdot \mathbf{x}) \quad \text{and} \quad \mu(\mathbf{x}) = \mu_0 \exp(2\beta \cdot \mathbf{x}).
\]

(4.1)

Here, \( \lambda_0 \) and \( \mu_0 \) are constants, \( \beta \) is a given constant vector and the solid is called exponentially graded in the direction \( \beta \). For Laplace problems, steady state and transient thermal modelling in exponentially graded solids, Green’s functions and boundary integral analysis were considered in Refs. 16–19.

Exponential grading is not only mathematically tractable, but it is the typical assumption in the engineering literature on functionally graded materials (FGMs). A partial list of applications of FGMs includes biomechanics and natural materials,20 thermal barrier coatings,21 graded piezoelectric and smart materials,22 and aerospace23 (see Ref. 24 for a more complete discussion and references). The papers by Hirai25 and Markworth et al.,26 and the books by Suresh and Mortensen27 and Miyamoto et al.,28 provide a good overview of the initial efforts on FGMs. A recent review article24 provides an excellent review of work after 2000 and an extensive bibliography.
Exponentially Graded Elasticity

In addition to the above references, it should also be mentioned that Vrettos\textsuperscript{29,30} considered wave propagation in an exponentially graded model of the earth, while V. and J. Sládek and co-workers have applied integral equation methods to study thermal and elasticity problems in graded materials (see Refs. 31 and 32 and references therein).

The work reviewed herein is aimed at developing a ‘standard’ boundary integral capability for modelling exponentially graded elastic materials. This must naturally start with the Green’s function $U$, the analogue of the well known Kelvin solution $U^0$ for isotropic homogeneous materials, and an abbreviated version of the derivation of $U$ is first presented. As shown by Martin \textit{et al.}\textsuperscript{33} this fundamental displacement tensor can be written as

$$U(x, x') = \exp\{-\beta \cdot (x + x')\} \left\{ U^0(x, x') + U^g(x, x') \right\},$$

where the additional grading term $U^g$ is nonsingular at $x = x'$ and can be computed. The corresponding traction kernel $T$ in a direct boundary integral equation (for surface displacement) is defined in terms of first order derivatives of $U$ and takes the analogous form

$$T(x, x') = \exp\{\beta \cdot (x - x')\} \left\{ T^0(x, x') + T^g(x, x') \right\}.$$

The homogeneous Kelvin term is $T^0$, and formulas for the grading component $T^g$ can be derived and computed.\textsuperscript{34}

Nevertheless, the expressions for $U^g$ and $T^g$ are quite complicated, and this has two serious consequences. First, the numerical evaluation of the kernels, while possible, is sufficiently expensive that the practicality of a boundary integral FGM calculation based upon these formulas comes into question, especially for a Galerkin approximation. Second, an ultimate goal of this work is to develop an effective boundary integral capability for fracture analysis, and this requires the equation for surface traction. The traction equation, however, involves a kernel function comprised of derivatives of $T$, and it is highly dubious that straightforward continuation of the techniques developed thus far would lead to a successful implementation of this equation. It therefore seems likely that an effective treatment of graded elasticity will require a new approach to representing the Green’s function and its derivatives.

In the summary below, as much detail as possible will be omitted, retaining only enough to convince the reader of the inherent difficulties. This will also permit, in Sec. 4.6, a brief discussion of a possible new approach that can successfully bypass these roadblocks.
4.2. Graded Green’s Function $U$

The fundamental displacement tensor $U(x, x')$ for exponentially graded elasticity was derived in Martin et al., and one part of the expression for $U$ was subsequently corrected in Criado et al. This complete derivation will not be repeated herein; it is not necessary to repeat the lengthy analysis needed to invert the Fourier transform of $U^g$. The version presented below will suffice to give an indication of the basic procedure and, as noted above, it will allow a discussion of the difficulties inherent in the current formulation, as well as possible remedies.

Neglecting body forces, the equations of equilibrium are, as usual,

$$\sigma_{ij,j} = 0,$$  \hspace{1cm} (4.4)

and the linear elastic constitutive law relating stresses $\sigma_{ij}$ to strains $\epsilon_{kl}$ is

$$\sigma_{ij}(x) = c_{ijkl}(x)\epsilon_{kl}(x).$$  \hspace{1cm} (4.5)

The strains $\epsilon_{kl}$ are expressed through displacements $u_k$ as

$$\epsilon_{kl} = \frac{1}{2} (u_k,l + u_l,k),$$  \hspace{1cm} (4.6)

and for an exponentially graded material the elastic constants are assumed to satisfy

$$c_{ijkl}(x) = C_{ijkl} e^{2\beta \cdot x},$$  \hspace{1cm} (4.7)

where $x = (x_1, x_2, x_3)$ (or $x = (x, y, z)$). Here, $\beta$ is the vector defining the direction of the grading, and $\beta = \|\beta\|$ governs the strength of the exponential variation. The 2 appears in the exponent for algebraic convenience; this will prevent having $\beta/2$ appear in the expressions for $U(x, x')$.

The quantity of interest is the Green’s function or fundamental displacement solution $U(x, x')$, which satisfies

$$\frac{\partial}{\partial x_j} \left\{ c_{ijkl}(x) \frac{\partial U_{lm}}{\partial x_k} \right\} = -\delta_{im} \delta(x - x'), \hspace{1cm} i = 1, 2, 3.$$  \hspace{1cm} (4.8)

Here, $\delta_{ij}$ is the Kronecker delta, $\delta(x)$ is the three-dimensional Dirac delta function and $U_{ij}(x, x')$ represents the $i$-th component of the displacement at $x$ due to a point force acting in the $j$-th direction at $x'$. Expanding the left-hand side of Eq. (4.8) gives for $i = 1, 2, 3$

$$c_{ijkl}(x) \frac{\partial^2 U_{lm}}{\partial x_j \partial x_k} + \left( \frac{\partial}{\partial x_j} c_{ijkl}(x) \right) \frac{\partial U_{lm}}{\partial x_k} = -\delta_{im} \delta(x - x'),$$  \hspace{1cm} (4.9)
and from Eq. (4.7),
\[
(\partial/\partial x_j)c_{ijkt}(x) = 2C_{ijkt} \beta_j \exp(2\beta \cdot x) = 2\beta_j c_{ijkt}(x).
\]
Thus (4.9) becomes,
\[
C_{ijkt} \frac{\partial^2 U_{lm}}{\partial x_j \partial x_k} + 2\beta_j C_{ijkt} \frac{\partial U_{lm}}{\partial x_k} = -\delta_{im} \exp(-2\beta \cdot x) \delta(x - x')
\]
\[
= -\delta_{im} \exp(-\beta \cdot (x + x')) \delta(x - x').
\]
(4.10)

The last manipulation of the right-hand side has been executed to ensure that \(U\) retains the usual symmetry of the Green's function,
\[
U_{ij}(x, x') = U_{ji}(x', x).
\]
(4.11)

Introduce the Green's function for a homogeneous solid with constant stiffnesses \(C_{ijkt}\), \(U^0\), defined by
\[
C_{ijkt} \frac{\partial^2}{\partial x_j \partial x_k} U^0_{lm} = -\delta_{im} \delta(x - x'),
\]
(4.12)
Comparing this equation with (4.11) suggests decomposing the Green's function as
\[
U(x, x') = \exp(-\beta \cdot (x + x')) \{U^0(x, x') + U^g(x, x')\},
\]
(4.13)
with the grading term \(U^g\) satisfying the equation
\[
C_{ijkt} \frac{\partial^2}{\partial x_j \partial x_k} U^g_{lm}(x, x') + L_{ij} U^g_{lm}(x, x') = -L_{ij} U^0_{lm}(x, x'),
\]
(4.14)
where \(i = 1, 2, 3\), and the differential operator \(L_{ij}\) is defined by
\[
L_{ij} = (C_{ijkt} - C_{ikjt})\beta_j (\partial/\partial x_k) - C_{ijkt}\beta_j \beta_k.
\]
(4.15)
In what follows, the objective is therefore to develop formulas for the grading term \(U^g\), and this is accomplished by employing the three-dimensional Fourier transform and its inverse, defined by
\[
\mathcal{F}\{f\} = \hat{f}(\xi) = \int f(x) \exp(i \xi \cdot x) \, dx,
\]
(4.16)
\[
\mathcal{F}^{-1}\{\hat{f}\} = f(x) = (2\pi)^{-3} \int \hat{f}(\xi) \exp(-i \xi \cdot x) \, d\xi.
\]
(4.17)
Applying the transform to Eq. (4.15),
\[
\{Q_{ij}^g(\xi) + B_{ij}(\beta, \xi)\} \hat{U}^g_{lm}(\xi, x') = -B_{ij}(\beta, \xi) \hat{U}^0_{lm}(\xi, x'),
\]
(4.18)
where
\[ Q_{\ell i}(\xi) = C_{ijk}\xi_j\xi_k, \]  
\[ B_{\ell i}(\beta, \xi) = i(C_{ijk}-C_{ikj})\xi_j\xi_k + C_{ijk}\beta_j\beta_k. \]
Note that if we define a complex vector \( \gamma \) by \( \gamma = \xi + i\beta \), then
\[ Q_{\ell i} + B_{\ell i} = C_{ijk}\gamma_j\gamma_k, \]  
where the overbar denotes complex conjugation: \( \overline{\gamma} = \xi - i\beta \).

From Eq. (4.13) we have
\[ Q_{\ell i}(\xi) \hat{U}_{0m}^g(\xi, x') = \delta_{im} \exp(i\xi \cdot x'), \]  
whence
\[ \hat{U}_{0m}^g(\xi, x') = E_{\ell m}(\beta, \xi) \exp(i\xi \cdot x'), \]  
where
\[ E(\beta, \xi) = -\{Q(\xi) + B(\beta, \xi)\}^{-1}B(\beta, \xi) [Q(\xi)]^{-1}. \]
Inverting the Fourier transform, we obtain
\[ U^g(x, x') = (2\pi)^{-3} \int E(\beta, \xi) \exp(-i r \cdot \xi) \, d\xi \]  
where \( r = x - x' \). It remains to evaluate this three-dimensional integral over \( \xi \).

At this point, it is useful to further simplify by assuming the material is an isotropic solid. The elastic constants can then be written in terms of Lamé parameters
\[ C_{ijk\ell} = \lambda_0 \delta_{ij}\delta_{k\ell} + \mu_0 (\delta_{ik}\delta_{j\ell} + \delta_{i\ell}\delta_{jk}), \]  
and the exponential grading can be expressed in terms of Lamé constants as
\[ \lambda(x) = \lambda_0 e^{2\beta \cdot x}, \quad \mu(x) = \mu_0 e^{2\beta \cdot x}, \]
where \( \lambda/\mu = \lambda_0/\mu_0 = 2\nu/(1-2\nu) \), indicating that the Poisson ratio \( \nu \) is constant. In this case, the function \( U^0 \) is the well known Kelvin solution for a homogeneous isotropic material (with elastic constants \( \mu_0 \) and \( \nu \)),
\[ U^0_{j\ell}(x - x') = \frac{1}{16\pi\mu_0(1-\nu)r} \left( (3-4\nu)\delta_{j\ell} + r_{,j} r_{,\ell} \right). \]
Here \( r = \|x - x'\| \) and \( r,j \) denotes the derivative of \( r \) with respect to the \( j^{th} \) coordinate of \( x \).

Even with the isotropic simplification, the algebra required to obtain the desired expressions for the Fourier transform \( E(\beta, \xi) \) in Eq. (4.24) is not insignificant. Introducing the notation

\[
\xi^2 = |\xi|^2, \quad \beta^2 = |\beta|^2, \quad \gamma^2 = \gamma_j \gamma_j,
\]

\[
C = \xi \cdot \beta = \xi \beta \cos \theta, \quad \alpha = (1 - 2\nu)^{-1}, \quad \kappa = (1 - \nu)^{-1}, \quad \sigma = 4\nu - 1 \text{ and setting}
\]

\[
q = 1 + 2\nu \kappa \sin^2 \theta \text{ and}
\]

\[
\Delta = \xi^4 + 2\xi^2 \beta^2 q + \beta^4,
\]

the end result\(^{33} \) is

\[
E_{j\ell}(\beta, \xi) = -\frac{\beta^2}{\mu_0 \gamma \xi^2} \delta_{\ell j} - \frac{\kappa \Omega_{j\ell}}{2\mu_0 \gamma \xi^4 \Delta} \equiv E \delta_{\ell j} + H_{j\ell},
\]

where

\[
\Omega_{j\ell}(\beta, \xi) = A \xi_j \xi_\ell + B \xi_j \beta_\ell + B \beta_j \xi_\ell + C \beta_j \beta_\ell,
\]

and

\[
A = \xi^4(\gamma^2 + 8\nu \beta^2) - \gamma^2 \Delta,
\]

\[
B = -\xi^4(8\nu C + i\sigma \gamma^2),
\]

\[
C = \xi^4(\gamma^2 + 8\nu \xi^2).
\]

The inverse transform of the diagonal contribution \( E \) is easily obtained using spherical polar coordinates \( (\xi, \phi, \chi) \), with the polar axis \( (\phi = 0) \) in the direction of \( r \). The result is

\[
\frac{1}{(2\pi)^3} \int E \exp(-ir \cdot \xi) d\xi = \frac{1 - e^{-\beta r}}{4\pi \mu_0 r}.
\]

The inversion of the \( H_{j\ell} \) term in Eq. (4.28) is far more complicated\(^{33} \) and its lengthy derivation will not be repeated here. However, it is worth noting that the analysis of this term employs a spherical coordinate system \( \{r, \Theta, \Phi\} \) with \( \beta \), and not \( r \), as the polar axis of spherical coordinates. Note that the angle \( \theta \) between \( \xi \) and \( \beta \) appears in \( \Delta \) (in the definition of \( q \)), and thus this choice simplifies handling the expressions for the poles in \( H_{j\ell} \). We will return to this point later.

From Eq. (4.31), the grading term \( U^g \) can be written as

\[
U^g_{j\ell}(x - x') = -\frac{1}{4\pi \mu_0 r} \left(1 - e^{-\beta r}\right) \delta_{\ell j} + A_{j\ell}(x - x'),
\]
where
\[ A_{j\ell} = \frac{1}{(2\pi)^3} \int H_{j\ell} \exp(-ir\cdot\xi) \, d\xi. \] (4.33)

Although the derivation is omitted, writing the (intimidating) formula for \( A_{j\ell} \) will hopefully supply ample argument for the difficulties mentioned in the introduction. For this purpose, choose vectors \( n = (n_1, n_2, n_3) \) and \( m = (m_1, m_2, m_3) \) so that \( \{n, m, \hat{\beta}\} \) (with \( \hat{\beta} = \beta/\beta \)) form an orthonormal system of coordinates. For the spherical coordinate system mentioned above it follows that
\[ r \cdot n = r \sin \Theta \cos \Phi, \quad r \cdot m = r \sin \Theta \sin \Phi, \quad r \cdot \hat{\beta} = r \cos \Theta. \] (4.34)

The expression for \( A_{j\ell} = A_{j\ell}(r, \Theta, \Phi) \), as derived in Ref. 33 and corrected in Ref. 35, is
\[ A_{j\ell} = -\frac{\beta}{4\pi\mu_0(1-\nu)} I_1 - \frac{\beta}{2\pi^2\mu_0(1-\nu)} (I_2 - I_3 + I_4 - I_5), \] (4.35)

where
\[ I_1 = \sum_{s=0}^{2} \sum_{n=0}^{2} \int_{0}^{\pi/2} R^{(n)}(\theta) e^{-|k|\mu_s} I_n(K\eta_s) \sin \theta \, d\theta, \]
\[ I_2 = \sum_{s=0}^{2} \int_{\theta_m}^{\pi/2} R^{(0)}(s) \sin \theta \int_{\eta_m}^{\pi/2} \sinh \Psi_s \, d\eta \, d\theta, \]
\[ I_3 = \sum_{s=0}^{2} \int_{\theta_m}^{\pi/2} R^{(2)}(s) \sin \theta \int_{\eta_m}^{\pi/2} \sinh \Psi_s \cos^2 \eta \, d\eta \, d\theta, \]
\[ I_4 = \sum_{s=1}^{2} \int_{\theta_m}^{\pi/2} M^{(1)}(s) \sin \theta \int_{\eta_m}^{\pi/2} \cosh \Psi_s \sin \eta \, d\eta \, d\theta, \]
\[ I_5 = \sum_{s=1}^{2} \int_{\theta_m}^{\pi/2} \tilde{M}^{(1)}(s) \, \text{sgn}(k) \sin \theta \int_{\eta_m}^{\pi/2} \sinh \Psi_s \sin \eta \, d\eta \, d\theta. \] (4.36)

We will now proceed to define the notation in these expressions. First, \( I_n(x) \) is the modified Bessel function of the first kind of order \( n \), and the integration limits \( \theta_m \) and \( \eta_m(\Theta, \theta) \) are defined by
\[ \theta_m(\Theta) = \left| \frac{1}{2} \pi - \Theta \right|, \]
\[ |k(\Theta, \theta)| = K(\Theta, \theta) \sin \eta_m. \] (4.37)
where $k(\Theta, \theta) = \beta r \cos \theta \cos \Theta$ and $K(\Theta, \theta) = \beta r \sin \theta \sin \Theta$. The argument of the hyperbolic functions is

$$
\Psi_s(\Theta, \theta) = K(\Theta, \theta) y_s(\theta) (\sin \eta_m(\Theta, \theta) - \sin \eta),
$$

(4.38)

where the functions $y_s$ are given by

$$
y_0 = 1, \quad y_1 = \sqrt{q(\theta) + \sqrt{q^2(\theta) - 1}}, \quad y_2 = \sqrt{q(\theta) - \sqrt{q^2(\theta) - 1}},
$$

(4.39)

$q = q(\theta)$ being defined in Eq. (4.27). The functions $\mathcal{R}^{(n)}_s$ are

$$
\mathcal{R}^{(0)}_s = \mathcal{M}^{(0)}_s, \quad s = 0, 1, 2,
$$

$$
\mathcal{R}^{(2)}_s = -\mathcal{M}^{(2)}_s, \quad s = 0, 1, 2,
$$

$$
\mathcal{R}^{(1)}_0 = 0,
$$

$$
\mathcal{R}^{(1)}_s = -\left( \mathcal{M}^{(1)}_s + \tilde{\mathcal{M}}^{(1)}_s (\text{sgn}(k(\Theta, \theta))) \right), \quad s = 1, 2,
$$

(4.40)

where

$$
\mathcal{M}^{(n)}_0 = \frac{f_n(1)}{2 D(1)}, \quad n = 0, 2,
$$

$$
\mathcal{M}^{(n)}_s = \frac{f_n(y_s)}{(1 - y_s^2) D'(y_s)}, \quad n = 0, 2 \text{ and } s = 1, 2,
$$

$$
\mathcal{M}^{(1)}_s = \frac{\tilde{f}_s(y_s)}{D'(y_s)}, \quad s = 1, 2,
$$

$$
\tilde{\mathcal{M}}^{(1)}_s = \frac{\tilde{f}_s(y_s)}{D'(y_s)}, \quad s = 1, 2,
$$

(4.41)

and the final definitions needed to complete the expressions are the functions $D(x) = x^4 - 2x^2 q + 1$ and $D'(x) = -4x^2 + 4q$ (the prime does not indicate derivative), and

$$
f_0(x) = \frac{1}{4} \{8\nu x^4 - (-x^2 + 1)(-2x^2 q + 1)\} (n_j n_l + m_j m_l) \sin^2 \theta
$$

$$
+ \{8\nu x^4 \sin^2 \theta + (-x^2 + 1)[-x^2 - (-2x^2 q + 1) \cos^2 \theta]\} \hat{\beta}^2\hat{\beta}^2,
$$

$$
f_1(x) = x^3 (4\nu - 1)(s_j \hat{\beta}_l^2 - \hat{\beta}_l s_l) \sin \theta,
$$

$$
f_{\tilde{1}}(x) = -\frac{1}{2} (s_j \hat{\beta}_l + \hat{\beta}_l s_j)(-2x^2 q + 1) \sin 2\theta,
$$

$$
f_2(x) = -\frac{1}{4} [8\nu x^4 - (-x^2 + 1)(-2x^2 q + 1)] \{n_j (n_l \cos 2\Phi + m_l \sin 2\Phi)
$$

$$
+ m_j (n_l \sin 2\Phi - m_l \cos 2\Phi)\} \sin^2 \theta.
$$

(4.42)
It should be obvious at this point that evaluation of the Green’s function is far from easy, and direct implementation will necessarily be computationally quite expensive. As a consequence, a boundary integral analysis, while possible, will involve long execution times, possibly long enough to wipe out any advantages of the method.

4.3. Traction Fundamental Solution $T$

Computation time is not the only serious issue that the complexity of the fundamental solution poses for a boundary integral formulation of graded elasticity. The integral equation for surface displacement also requires the corresponding traction fundamental solution $T(x, x')$, and this kernel is defined in terms of first order derivatives of $U(x, x')$ with respect to $x$. Moreover, as an ultimate goal is to develop a boundary integral capability for FGM fracture analysis, it is necessary to work with the corresponding equation for surface traction, and this involves a kernel function composed of second order derivatives of $U$.

The first derivative generates formulas that are even lengthier and more expensive to compute than those for $U(x, x')$, and equally important, differentiation of the continuous grading term results in a weakly singular contribution. The handling of these singularities is not difficult, even if this piece of the kernel function is evaluated numerically. However, a second derivative of this term will be strongly singular, and the boundary integration of this function using strictly numerical methods is much more problematic. A numerical treatment of the displacement boundary integral equation — based upon direct evaluation of the kernel expressions — is feasible. Nevertheless, the prospects for extending this approach to develop a practical fracture analysis implementation are not particularly bright.

As in the previous section, the two objectives for presenting a brief summary of the traction kernel derivation are, first, an attempt at completeness, and second, to justify the above comments. To obtain $T(x, x')$, it is necessary to differentiate the expression for the fundamental displacement solution, these derivatives yielding the corresponding strains. Employing the constitutive law with the tensor of elastic stiffnesses given in Eq. (4.25), the corresponding stresses and tractions are then obtained.
Differentiation of Eq. (4.14) yields

$$\frac{\partial U_{j\ell}}{\partial x_k}(x, x') = \exp(-\beta \cdot (x + x')) \left( \frac{\partial U_0^{j\ell}}{\partial x_k}(x - x') + \frac{\partial U_g^{j\ell}}{\partial x_k}(x - x') \right) - \beta_k U_{j\ell}(x, x'),$$

(4.43)

where $x_k$ denotes a component of $x$. The derivative of the Kelvin term $U_0^{j\ell}$ will eventually become the traction kernel for a homogeneous material, and as relatively simple analytic expressions are well known, the handling of the strong singularity is not a problem. The derivative of $U_g^{j\ell}$ is only weakly singular and can be expressed, in view of Eq. (4.32), as

$$\frac{\partial U_g^{j\ell}}{\partial x_k}(x - x') = -\frac{\delta_{j\ell}}{4\pi\mu_0} \left\{ \frac{\beta \cdot e^{-\beta r}}{r} - \frac{(1 - e^{-\beta r})}{r^2} \right\} r_{,k} + \frac{\partial A_{j\ell}}{\partial Q_k}(x - x'),$$

(4.44)

where

$$r_{,k} = \frac{\partial r}{\partial x_k} = \frac{x_k - x_k'}{r}.$$  

(4.45)

Finally, from Eq. (4.35), the derivative of $A_{j\ell}$ is the sum of the derivatives of the integrals $I_i$,

$$\frac{\partial A_{j\ell}}{\partial x_k} = -\frac{\beta}{4\pi(1 - \nu)\mu_0} \left\{ \frac{\partial I_1}{\partial x_k} + 2\pi \left( \frac{\partial I_2}{\partial x_k} - \frac{\partial I_3}{\partial x_k} + \frac{\partial I_4}{\partial x_k} - \frac{\partial I_5}{\partial x_k} \right) \right\}.$$  

(4.46)

Using the standard result from calculus

$$\frac{d}{dx} \int_{A(x)} f(x, t)dt = \int_{A(x)} \frac{\partial f(x, t)}{\partial x} dt - f(x, A(x)) \frac{dA}{dx},$$

(4.47)

the process for differentiating the numerous formulas in the previous section is straightforward, albeit somewhat lengthy, and we again refer the reader to Ref. 34 for the details.

The strains $E_{ij\ell}(x, x')$ corresponding to the fundamental displacements $U_{j\ell}(x, x')$ are therefore

$$E_{ij\ell}(x, x') = \frac{1}{2} \left( \frac{\partial U_{i\ell}}{\partial x_j}(x, x') + \frac{\partial U_{j\ell}}{\partial x_i}(x, x') \right),$$

(4.48)
and, incorporating the isotropic constitutive law Eq. (4.25), the stresses are

$$\Sigma_{ij\ell} = 2\mu(x)E_{ij\ell}(x, x') + \lambda(x)E_{kk\ell}(x, x')\delta_{ij}. \quad (4.49)$$

The stress can therefore be written as

$$\Sigma_{ij\ell}(x - x') = \exp(\mathbf{\beta} \cdot (x - x')) \left( \Sigma^0_{ij\ell}(x - x') + \Sigma^g_{ij\ell}(x - x') \right), \quad (4.50)$$

where the strongly singular term \( \Sigma^0_{ij\ell}(x - x') \) is the homogeneous component analogous to the Kelvin displacements in the expression for the Green’s function. It represents the stress tensor \( \sigma_{ij} \) at \( x \) originated by a unit point force in direction \( \ell \) at \( x' \) in the homogeneous isotropic material with Lamé constants \( \mu_0 \) and \( \lambda_0 \). The weakly singular grading contribution can be expressed in terms of \( U \) and its derivatives as

$$\Sigma^g_{ij\ell}(x - x') = \mu_0 \left( \frac{\partial U^g_{i\ell}}{\partial x_j} + \frac{\partial U^g_{j\ell}}{\partial x_i} - \beta_i \left( U^0_{i\ell} + U^g_{i\ell} \right) \right) - \lambda_0 \left( \frac{\partial U^g_{k\ell}}{\partial x_k} - \beta_k \left( U^0_{k\ell} + U^g_{k\ell} \right) \right) \delta_{ij}. \quad (4.51)$$

It is worth pointing out the differences between the exponential prefactors in the expressions for the displacement Eq. (4.14) and stress kernels Eq. (4.50). Note that while \( U_{ij\ell}(x, x') \) depends on the position of both the source and field points, \( x' \) and \( x \), \( \Sigma_{ij\ell}(x - x') \) depends only on the difference of these points. However, the displacement kernel does maintain the usual reciprocity relation for a Green’s function, and thus a symmetric-Galerkin boundary integral approximation would be possible. Note too the sign change in this prefactor. As a consequence, taking the source point \( x' \) as fixed, the exponential in the fundamental displacements decreases in stiffer zones and increases in more compliant zones, whereas the stresses \( \Sigma_{ij\ell} \), not surprisingly, behave in the opposite manner.

To complete this section, the Cauchy lemma defines the traction fundamental solution \( T_{i\ell}(x, x') \) associated with \( \Sigma_{ij\ell}(x - x') \) by

$$T_{i\ell}(x, x') = \Sigma_{ij\ell}(x - x') n_j(x) \quad (4.52)$$

$$= \exp(\mathbf{\beta} \cdot (x - x')) (T^0_{i\ell}(x, x') + T^g_{i\ell}(x, x')),$$

where \( n(x) \) is the unit outward normal vector. The decomposition into homogeneous and gradient contributions follows as for the displacement and stress kernels.
4.4. Boundary Element Method

The boundary integral formulation for an isotropic, exponentially graded body \( \Omega \subset \mathbb{R}^3 \) with a bounded (Lipschitz and piecewise smooth) boundary \( \partial \Omega = \Gamma \) will be briefly discussed in this section. The derivation follows the standard procedures for a homogeneous material. Starting from the 2nd Betti Theorem of reciprocity of work for a graded material, one can derive the corresponding Somigliana identity:

\[
C_{i\ell}(x')u_i(x') + \int_{\Gamma} T_{i\ell}(x, x')u_i(x)dS(x) = \int_{\Gamma} U_{i\ell}(x, x')t_i(x)dS(x),
\]

(4.53)

expressing the displacements \( u_i(x') \) at a domain or boundary point \( x' \in \Omega \cup \Gamma \) in terms of the boundary displacements \( u_i(x) \) and tractions \( t_i(x) \), \( x \in \Gamma \). Notice that zero body forces have been considered in Eq. (4.53).

The strongly singular traction kernel integral is evaluated in the Cauchy principal value sense, and

\[
C_{i\ell}(x') = \lim_{\varepsilon \to 0^+} \int_{S_\varepsilon(x') \cap \Omega} T_{i\ell}(x, x')dS(x)
\]

(4.54)

is the coefficient tensor of the free term, \( S_\varepsilon(x') \) being a spherical surface of radius \( \varepsilon \) centered at \( x' \). It is important to note that, despite the complexity of the \( T_{i\ell} \) kernel expression, this evaluation is not a problem. The weakly singular grading term and the exponential prefactor in Eq. (4.53) will play no role in the limit procedure in Eq. (4.54). Thus, the value of \( C_{i\ell} \) in Eq. (4.54) coincides with the value of \( C_{i\ell} \) for the homogeneous isotropic material whose Poisson ratio equals \( \nu = \lambda_0/2(\mu_0 + \lambda_0) \), i.e.,

\[
C_{i\ell}(x') = \lim_{\varepsilon \to 0^+} \int_{S_\varepsilon(x') \cap \Omega} T_{i\ell}^0(x, x')dS(x).
\]

(4.55)

Hence, \( C_{i\ell}(x') = \delta_{i\ell} \) for \( x' \in \Omega \), \( C_{i\ell}(x') = \frac{1}{2}\delta_{i\ell} \) for \( x' \in \Gamma \) situated at a smooth part of \( \Gamma \), and for an edge or corner point of \( \Gamma \), \( C_{i\ell}(x') \) is given by the size, shape and spatial orientation of the interior solid angle at \( x' \). A general explicit expression of the symmetric tensor \( C_{i\ell}(x') \) in terms of the unit vectors tangential to the boundary edges and the unit outward normal vectors to the boundary surfaces at \( x' \) can be found in Ref. 38.

For an unbounded domain \( \Omega \), the form of the Somigliana identity in Eq. (4.53) holds if the following radiation condition for the displacement solution \( u_i \) and the corresponding traction solution \( t_i \) is fulfilled for any
fixed $x' \in \Omega$:

$$\lim_{\rho \to \infty} \int_{\Gamma_{\rho}} (U_{i\ell}(x, x')t_i(x) - T_{i\ell}(x, x')u_i(x)) dS(x) = 0, \quad (4.56)$$

where $\Gamma_\rho$ is the spherical surface of radius $\rho$ centered at the origin of the coordinates. In fact, Eq. (4.56) implies that the integral in Eq. (4.56) vanishes for any sufficiently large $\Gamma_\rho$ including $\Gamma$ in its interior and any $x' \in \Omega$, $\|x'\| < \rho$. A further study of Eq. (4.56) using a detailed knowledge of the behaviour of $U_{jl}^\rho(x - x')$ for $r \to \infty$ (apparently not available at present due to the cumbersome expression of $A_{jl}$ given in Eq. (4.35)) might be necessary in the deduction of a more explicit and equivalent expression of this radiation condition in the classical form (see Ref. 39 for some standard examples). This classical form of Eq. (4.56) would be very useful for practical applications of Eq. (4.53) to infinite domains.

The numerical implementation of Eq. (4.53) in this work employs standard approximation techniques. A collocation approximation based upon a nine-node continuous quadrilateral quadratic isoparametric element is employed to interpolate the boundary and the boundary functions. The evaluation of regular integrals is accomplished by Gaussian quadrature with $8 \times 8$ integration points, whereas an adaptive element subdivision is utilized for nearly singular integrals. A standard polar coordinate transformation is employed to handle the weakly singular integrals involving the kernel $U_{i\ell}$, and the rigid-body motion procedure is invoked for evaluating the sum of the coefficient tensor of the free term $C_{i\ell}$ and the Cauchy principal value integral with the kernel $T_{i\ell}$.

### 4.5. Numerical Examples

Two numerical examples are presented in order to illustrate the possibilities of the present 3-D BEM formulation and implementation for advanced stress analysis in an exponentially graded linearly elastic material (hereafter called the FGM-BEM). This code has been thoroughly described and tested in Refs. 34 and 35, and a parallel domain decomposition version was developed in Ref. 41.

The first example deals with the elastic solution for a pressurized thick-walled tube of a material that is exponentially graded in the radial direction. In the last decade, several analytic solutions for pressurized tubes with different radial grading were deduced. Comparing the numerical solution obtained with an analytic solution available allows a convenient
check of the correctness of the FGM-BEM code. Moreover, this example shows the applicability of the FGM-BEM code to problems with spatial variation of the grading direction; this capability is clearly important, e.g. for the stress analysis of thermal barrier coatings of turbine blades.

In the second example, an exponentially graded material, having a constant grading vector $\beta$ and with an interior spherical cavity, is subjected to a far field uniaxial tension. As an analytic solution for this problem is not available at present, it seems interesting to study the effect of the material grading on the values and positions of stress concentrations. The present analysis is focused on the dependency of the resulting stress concentration on the relative orientation of the load and grading direction, and on the grading gradient. Two extreme cases of parallel and perpendicular loading and grading directions are studied. It appears that the solution presented is one of the first attempts to study 3-D defects in FGMs of shapes other than cracks, e.g. cavities or inclusions of other materials having various geometries. In fact, the only results in this direction known to the authors are the approximate analytic solutions for problems of circular and elliptical holes in linearly graded materials presented recently.$^{47,48}$

The numerical results obtained by the FGM-BEM code presented here show that it will be especially useful for more complex stress concentration problems, including multiple interacting voids and/or inclusions. The meshing of such defects is very easy in BEM and highly accurate results can be expected due to the analytic representation of the graded material inherent in the boundary integral kernel formulation.

4.5.1. **Pressurized thick-walled tube**

Consider an infinitely long thick-walled tube, inner radius $r_0$ and outer radius $r_e$, pressurized by an internal pressure $p > 0$ with grading in the radial direction,

$$
\mu(x) = \mu(r) = \mu_0 e^{2\beta r}, \quad \lambda(x) = \lambda(r) = \lambda_0 e^{2\beta r}, \quad E(x) = E(r) = E_0 e^{2\beta r},
$$

(4.57)

and where $\mu_0$, $\lambda_0$, $E_0$ and $\beta$ are constants. The Poisson ratio is taken as $\nu = 0.3$.

This tube problem can be modelled as a hollow cylinder with the boundary conditions defined by zero tractions on the outer ring $r = r_e$, a constant internal pressure $p > 0$ on the inner ring $r = r_0$, and symmetry boundary conditions (zero normal displacements and tangential stresses)
on the extreme faces (top and bottom) of the cylinder. Only a one-quarter section of the cylinder defining the elastic domain \( \Omega \) is discretized, as shown in Fig. 4.1, with symmetry boundary conditions also applied on the surfaces \( \theta = 0 \) and \( \theta = \pi/2 \).

The domain decomposition of the quarter cylinder \( \Omega \) employed in the calculations, with \( r_0 = 1 \) and \( r_e = 2 \) is shown in Fig. 4.1. This is a relatively coarse decomposition, as there are only \( n = 10 \) subdomains (polar segments) \( \Omega_s \subset \Omega \ (s = 1, \ldots, n) \), each one being discretized by three 9-node quadratic discontinuous boundary elements in the radial direction. The (constant) grading direction for each subdomain \( \Omega_s \) is approximated by the vector \( \beta^s \) in the radial direction associated with the mid-point in \( \theta \). For the values of \( \beta \) considered, \( \beta = \pm 0.75 \), the change in the elastic stiffness along the cylinder radius is \( (E(r_e)/E(r_0)]^{\pm 1} \cong 4.5 \). Accurate results are nevertheless obtained with the crude discretization, a consequence of the exponential grading being handled exactly within the Green’s functions.

The displacement and stress solutions shown in Figs. 4.2 and 4.3 agree excellently with the analytic solution in displacements and stresses. To be more specific, define the percentages of the normalized errors as

\[
\text{err}(u_r) = \frac{u_r^{\text{num.}} - u_r^{\text{an.}}}{\max_{r_0 \leq r \leq r_e} u_r^{\text{an.}}} \times 100 \quad \text{and} \quad \text{err}(\sigma_\theta) = \frac{\sigma_\theta^{\text{num.}} - \sigma_\theta^{\text{an.}}}{\max_{r_0 \leq r \leq r_e} \sigma_\theta^{\text{an.}}} \times 100
\]

(4.58)

where ‘num.’ and ‘an.’, respectively, refer to numerical and analytical values. By evaluating these errors at nodes in the radial direction, the following small error bounds are achieved for the radially graded cylinder (the superscripts \( \pm \) refer to \( \beta = \pm 0.75 \)): \( 0.2\% < \text{err}(u_r^\pm) < 0.6\% \) and
Fig. 4.2. Computed values of $u_r E(r_0)/r_0 p$ for $\beta = \pm 0.75$ in the hollow cylinder.

0.7% $< \text{err}(u_r) < 1.3\%$ in the radial displacements and 0.01% $< \text{err}(\sigma_\theta^+ < 1.3\%$ and 0.08% $< \text{err}(\sigma_\theta^+) < 0.7\%$ in the hoop stresses.

4.5.2. **Spherical cavity in a cube subjected to uniaxial tension**

Consider an elastic domain $\Omega$ defined as a cube $(0, 10)^3$ of an exponentially graded elastic isotropic material having a spherical cavity of radius $r_0 = 1$ located at its center (see Fig. 4.4a). The origin $O = (0, 0, 0)$ of the global
Fig. 4.4. (a) Geometry, boundary conditions and discretization of a cube with a spherical cavity, (b) Discretization of the cavity boundary and definition of the angle $\theta$.

cartesian Coordinates is placed at a cube corner. The discretization of the domain boundary $\Gamma$ by 9-node quadratic continuous boundary elements is also shown in Fig. 4.4a. There, $6 \times 16 = 96$ elements with 385 nodes are being used for the cube boundary, and 72 elements with 291 nodes for the cavity boundary. Fig. 4.4b shows in detail the discretization applied for the cavity boundary.

A tension load $\sigma_0 = 1$ in the $y$-direction is applied at the cube faces $y = 0$ (bottom) and $y = 10$ (top); the cavity boundary and the remaining
cube faces are traction free. To avoid rigid-body motions of the domain $\Omega$, six point supports are also specified.

Two cases for the grading direction are considered, along the $y$-axis (the grading and loading directions are parallel) and $z$-axis (the grading and loading directions are perpendicular), respectively, denoted as (a) and (b) hereafter. In case (a), the Young modulus varies as $E(y) = E_0 e^{2\beta y}$, whereas in case (b), $E(z) = E_0 e^{2\beta z}$, and values $\beta = 0.1, 0.2$ and $0.3$ are employed. These values of $\beta$ correspond to the following ratios between the maximum and minimum values of $E$ in the cube, $E_{\text{max}}/E_{\text{min}} \approx 7.4, 54.6$ and $403.4$, respectively. In addition, some results for the homogeneous material case defined by $\beta = 0$ are presented for comparison purposes. The Poisson ratio in all the configurations studied was taken as $\nu = 0.3$.

The displacement solutions obtained directly by the FGM-BEM code are illustrated in Fig. 4.5, where the deformed shapes of the cube and cavity boundaries are shown for cases (a) and (b) where $\beta = 0.3$; additionally, Fig. 4.6 shows in detail the corresponding deformed shapes of the spherical cavity.

With reference to the global deformation of the cube, according to Fig. 4.5a, the more compliant material in the bottom part of the domain is more elongated in the $y$-direction than the stiffer material in the top part. Consequently, due to the constant Poisson ratio, the bottom part of the domain is also more contracted in the transversal directions ($x$ and $z$) than the top part. Similarly, in Fig. 4.5b, the more compliant material near the face $z = 0$ is more deformed than the stiffer material near the face $z = 10$. It can also be seen that both deformed shapes verify (at least approximately) the condition of the zero shear strains at cube corners, and the condition of zero shear strains in the planes perpendicular to cube edges.

Similar effects of the relative position of the grading and loading directions can also be observed on the detailed pictures of the deformed shapes of the spherical cavity shown in Fig. 4.6, although the variations (due to grading) of the deformed shape of the cavity are less pronounced here because of a smaller increment of stiffness along the cavity diameter. In Fig. 4.6a, the cavity is slightly more elongated and transversally contracted (in the $x$- and $z$-directions) in the bottom part in comparison with the top part, whereas in Fig. 4.6b, the cavity is more stretched on the left-hand side (corresponding to smaller values of $z$) than on the right-hand side (with larger values of $z$).

It should also be mentioned that all the deformed shapes presented, for both the cube and cavity boundaries, have the expected symmetries.
Specifically, the following planes of symmetry are easily identified: in case (a), $x = 5$, $z = 5$, $z = x$ and $z = -x$, and in case (b), $x = 5$ and $y = 5$.

Summarizing the above analysis, we can say that the deformed shapes obtained reflect the expected behaviour caused by the material grading and add further (qualitative) evidence that the FGM-BEM code developed is producing correct solutions to exponentially graded material problems.

For strength assessment of FGMs, one of the key issues is the evaluation of stresses, and particularly stress concentration factors, at defects. Thus, to show the capabilities of the FGM-BEM code, the values of the normalized hoop stress $\sigma_\theta/\sigma_0$ computed at nodes located in the plane $x = 5$ (recall
that this is a problem symmetry plane in both cases of grading considered) is plotted in radial plots, shown in Fig. 4.7, as a function of the angle $\theta$ (see Fig. 4.4b for $\theta$ definition). The zero stress value in the ‘radial scale’ is indicated by a circumference in these plots. The corresponding $\theta$ values are indicated at the extreme of each radius. In order to facilitate comparison of the present results with the results of other authors in future, the values of $\sigma_\theta/\sigma_0$ at some particular points are shown in Table 4.1. These points are located at angles $\theta = 0^\circ, \pm 90^\circ$ and $180^\circ$. The maximum value of $\sigma_\theta/\sigma_0$, i.e. the stress concentration factor at the cavity boundary, is presented in a separate row, as in the case of the grading parallel to the load its position is different from these four particular angles.

The values of stresses presented have been computed, from the traction-free boundary conditions and the displacements at nodes located on the cavity boundary obtained directly in the BEM analysis, through a standard post-processing procedure commonly used in BEM for homogeneous materials.$^{37}$ In this procedure, tangential derivatives of the boundary
Fig. 4.7. Radial plots of the normalized hoop stresses $\sigma_{\theta}/\sigma_0$ at nodes located on the cavity boundary in the symmetry plane $x = 5$, (a) $E(y)$ and (b) $E(z)$. 
Table 4.1. Normalized hoop stress $\sigma_\theta/\sigma_0$ evaluated along the spherical cavity boundary section at $x = 5$ for points $\theta = 0^\circ, \pm 90^\circ$ and $180^\circ$.

<table>
<thead>
<tr>
<th>$\theta \setminus \beta$</th>
<th>$E_{\theta=0}$</th>
<th>$E_{\theta=2\beta y}$</th>
<th>$E_{\theta=2\beta z}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$0^\circ$</td>
<td>2.07</td>
<td>1.98</td>
<td>1.52</td>
</tr>
<tr>
<td>$90^\circ$</td>
<td>$-0.70$</td>
<td>$-0.73$</td>
<td>$-0.80$</td>
</tr>
<tr>
<td>$-90^\circ$</td>
<td>$-0.70$</td>
<td>$-0.72$</td>
<td>$-0.76$</td>
</tr>
<tr>
<td>$180^\circ$</td>
<td>2.07</td>
<td>1.98</td>
<td>1.52</td>
</tr>
</tbody>
</table>

For the purpose of comparison, the results computed for the homogeneous case, where $\beta = 0$, are included in Table 4.1. When comparing these results with the analytic solution available, $\sigma_{\theta}/\sigma_0 = 2.045$ for $\theta = 0^\circ$ and $180^\circ$, and $\sigma_{\theta}/\sigma_0 = -0.682$ for $\theta = \pm 90^\circ$, the relative errors of the above described post-processing procedure for the direct BEM result in displacements then being 1.38% and 1.95%, respectively. Thus, we can expect that the percentage of the relative errors of the BEM results for graded materials shown in Table 4.1 will be similar or slightly worse due to the more complex constitutive law of the material.

Hoop stresses in case (a): parallel grading and loading directions. When looking at $\sigma_{\theta}/\sigma_0$ values in Fig. 4.7a, it is observed that, while keeping the expected symmetry with respect to the line given by $\theta = -90^\circ$ and $90^\circ$, these values are strongly decreasing with increasing values of $\beta$ for $\theta > 0$, whereas for $\theta < 0$ variations in $\sigma_{\theta}$ with increasing values of $\beta$ are smaller and not monotonous. There is a shift of higher and positive stress values to the zone corresponding to more compliant material, defined by $\theta < 0$. This can be, at first sight, surprising, as, in general, higher stresses would be expected in the zone with the stiffer material. It seems that this shift is associated with a high level of material elongation.
in the zone of more compliant material, but an in-depth explanation of this phenomenon will require further study. It would be particularly interesting to analyze whether a similar shift appears in an analogous plane problem with a hole in a graded material subjected to a transverse uniaxial tension. A consequence of this shift is that the position of the stress concentration has moved from $\theta(\sigma_{\theta}^{\text{max}}) = 0^\circ$ for $\beta = 0$ to a negative value of $\theta(\sigma_{\theta}^{\text{max}})$. The following estimations are obtained using the present boundary discretization: $\theta(\sigma_{\theta}^{\text{max}}) = -9^\circ$ for $\beta = 0.1$, 0.2, and $\theta(\sigma_{\theta}^{\text{max}}) = -18^\circ$ for $\beta = 0.3$. Values of $\sigma_{\theta}/\sigma_0$ in Table 4.1 (case E(y)) show that the stress concentration factor is strongly decreasing with increasing values of $\beta$, whereas the maximum compressions achieved at $\theta = \pm 90^\circ$ are increasing with increasing values of $\beta$, higher values of compressions being obtained at $\theta = 90^\circ$ as could be expected due to stiffer material therein.

**Hoop stresses in case (b): perpendicular grading and loading directions.** When looking at $\sigma_{\theta}/\sigma_0$ values in Fig. 4.7b, it is observed that these values keep the expected symmetry with respect to the line given by $\theta = 0^\circ$ and $180^\circ$ except for a few values at angles $\theta$ near $\pm 90^\circ$. It is believed that an improvement in the cavity boundary discretization will prevent this asymmetry. As expected, stresses are strongly increasing with increasing values of $\beta$ for $|\theta| > 90^\circ$ in the zone corresponding to stiffer material, while their variations are much smaller for $|\theta| < 90^\circ$ in the zone corresponding to more compliant material, although $\sigma_{\theta}$ at $\theta = 0$ is increasing with increasing values of $\beta$. Values of $\sigma_{\theta}/\sigma_0$ in Table 4.1 (case E(z)) show that the stress concentration factor is strongly increasing with increasing values of $\beta$, the maximum value for $\beta = 0.3$ being 34% higher than in the homogeneous case. Although the expected symmetry in the maximum compressions achieved at $\theta = \pm 90^\circ$ is perturbed for higher values of $\beta$ (see Table 4.1), their tendency to decrease with increasing values of $\beta$ is evident.

In concluding, we can say that the above preliminary study of stress concentrations at a spherical cavity in an FGM provides useful information for strength analysis of FGMs in the presence of voids. The FGM-BEM code developed can be directly applied to analyze related stress concentration problems for different shapes of voids (e.g. ellipsoidal), for interactions of multiple voids, and also for other kinds of defects like inclusions. Nevertheless, the critical issue is the computational efficiency of this code; thus, some proposals for its improvements will be discussed in the next section.
4.6. Analytic Expansion

The calculations in the previous section, along with those in the cited publications, establish that a boundary integral analysis for graded elasticity is possible. However, as discussed in the Introduction, the situation is far from ideal. Direct numerical evaluation of the formulas for the grading terms $U^g$ and $T^g$ is expensive, and nearly prohibitively so (it is debatable whether it is correct to say ‘nearly’ or not). Moreover, the extension of these techniques to fracture analysis calculations, necessitating writing and computing the kernel functions in the traction integral equation, is far from appealing.

It seems likely that further progress in this area will require a new, more computational friendly, representation of the graded Green’s function and its derivatives. In this section, we outline an approach that appears to be successful; if so, the details will be published elsewhere.

Ignoring the exponential prefactor, the fundamental displacement tensor consists of two simple analytic pieces, the Kelvin solution and the diagonal contribution in Eq. (4.32), plus the complicated $A_{j\ell}$ term (Eq. (4.33))

$$A_{j\ell} = \frac{1}{(2\pi)^3} \int H_{j\ell} \exp(-ir \cdot \xi) d\xi$$

$$= -\frac{\kappa}{16\pi^3 \mu_0} \int \frac{\Omega_{j\ell}}{(\xi^2 + \beta^2)^{\xi^4} \Delta} \exp(-ir \cdot \xi) d\xi,$$  \hspace{1cm} (4.59)

where $\Delta = \xi^4 + 2\xi^2 \beta^2 q + \beta^4$ and $\Omega_{j\ell}$ is a polynomial in the components of $\xi$. The difficulty in inverting the Fourier transform stems from the $q$ term in $\Delta$, whereby $q = 1 + 2\nu \kappa \sin^2 \theta$. As $\theta$ is the angle between $\beta$ and $\xi$, the expressions for the poles in Eq. (4.59) are not easy to work with. Moreover, $\Omega_{j\ell}$ is a polynomial of degree 7 and the denominator is of degree 10, so the transform does not die off fast enough to allow an efficient and accurate brute force numerical evaluation of the three-dimensional Fourier integral.

In the method outlined below, additional (relatively) simple analytic expressions will be split off from $A_{j\ell}$, leaving a Fourier transform that decays faster at infinity. It is expected that numerical integration, or some other procedure, will then be able to handle this ‘weakened remainder’ term, left in the form of a Fourier integral. The key observation is to write

$$\frac{1}{\Delta} = \frac{1}{(\xi^2 + \beta^2)^2} + \left\{ \frac{1}{\Delta} - \frac{1}{(\xi^2 + \beta^2)^2} \right\}$$

$$= \frac{1}{(\xi^2 + \beta^2)^2} - 4\nu \kappa \sin^2 \theta \frac{\xi^2 \beta^2}{(\xi^2 + \beta^2)^2 \Delta}.$$  \hspace{1cm} (4.60)
allowing the inverse transform in Eq. (4.59) to be expressed as

\[
\frac{\Omega_{j\ell}}{(\xi^2 + \beta^2)\xi^4\Delta} = \frac{\Omega_{j\ell}}{(\xi^2 + \beta^2)^3\xi^4} - 4\nu\kappa\beta^2 \sin^2 \theta \frac{\Omega_{j\ell}}{(\xi^2 + \beta^2)^3\xi^2\Delta}.
\] (4.61)

Note that \(\theta\) is absent in the first term on the right and that the poles are now easily determined; analytic inversion of this component should follow as in the treatment of the \(E\) term, Eq. (4.31), with \(r\) as the polar axis in the spherical coordinate system. Moreover, the ‘remainder’ term dies off faster at infinity than \(A_{j\ell}\), as the denominator is now of order 12 in \(\xi\).

Further analytic terms can be split off by iterating this entire process: replace the \(\Delta^{-1}\) in the last term on the right by Eq. (4.60) to obtain

\[
\frac{1}{\Delta} = \frac{1}{(\xi^2 + \beta^2)^2} - 4\nu\kappa \sin^2 \theta \frac{\xi^2\beta^2}{(\xi^2 + \beta^2)^4} + (4\nu\kappa \sin^2 \theta)^2 \frac{\xi^4\beta^4}{(\xi^2 + \beta^2)^4\Delta}.
\] (4.62)

For each iteration, more work is required to obtain the analytic expressions, but the decay in the remainder term will be faster.

4.7. Conclusions

The manufacture, characterization and application of functionally graded materials, or more generally tailored materials, is a relatively new field of study in materials science and engineering. The development of integral equation methods for the analysis and design of these non-homogeneous materials is similarly far from being a settled field. An important motivation for pursuing this work is the attempt to exploit the advantages that boundary integral simulations possess for specific problems, e.g. crack propagation and stress concentrations at voids and inclusions, for this new area.

Although other integral equation approaches for FGMs have been developed (see, for example, the cited works by J. and V. Sládek\textsuperscript{31,32}), and specialized finite element methods exist as well,\textsuperscript{50–54} this chapter has narrowly focused on (what is expected to be) the early work for one particular path: a ‘standard’ boundary integral equation formulation based upon the point load Green’s function for an exponentially graded material. As reviewed herein, the exponential grading is mathematically tractable, in the sense that computable formulas for the fundamental displacement and traction tensors can be derived. This allows the writing of a boundary integral equation for exponential grading that is completely
analogous to the standard equation for homogeneous isotropic materials based upon the Kelvin solution. Moreover, the new calculations presented in the previous section, together with past work, illustrate that the numerical implementation of this program can be successful.

However, as observed in Ref. 33 and 34, the forms for the fundamental solutions are certainly not convenient for numerical work. Direct numerical evaluation is very costly, and this necessitates employing a parallel algorithm, even for relatively simple geometries. Equally important, an even more complicated function, the hypersingular kernel, is needed for fracture analysis. This function is defined in terms of second order derivatives of the displacement kernel, and the derivation and implementation utilizing the procedures employed for the displacement and traction kernels appears to be a rather daunting task.

If this approach is to lead to a viable technique for modelling FGMs, it will therefore be necessary to develop alternate representations for all kernel functions, ones that can form the basis for more efficient numerical algorithms. A mechanism for achieving this, that is currently under investigation, was outlined in Sec. 4.6. The key idea is to split the difficult inverse Fourier transform integral into two integrals: the first can be treated exactly, yielding a relatively simple analytic expression, while the integrand in the remainder dies off rapidly at infinity. It remains to be seen whether or not this new formulation will successfully overcome the difficulties of the original expressions.
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This chapter reviews recent developments in the fast solution of boundary element systems for large-scale 3-D elastic problems. Applications to both isotropic and anisotropic materials as well as to the analysis of cracked and uncracked solids are considered. An effective technique based on the combined use of a hierarchical representation of the boundary element collocation matrix and iterative solution procedures is described. The hierarchical representation of the collocation matrix is built starting from the generation of the cluster and block trees that take into account the nature of the considered problem, for example the possible presence of a crack. Low rank blocks are generated through adaptive cross approximation (ACA) algorithms and the final hierarchical matrix is further coarsened through suitable procedures also used for the generation of a coarse preconditioner, which is built taking full advantage of the hierarchical format. The final system is solved using a generalized minimum residual (GMRES) iterative solver. Applications show that the technique allows considerable savings in terms of storage memory, assembly time and solution time without loss of accuracy. Such features make the method appealing for large-scale applications.
5.1. Introduction

The boundary element method (BEM) has developed over the last three decades to become a powerful numerical tool for the analysis and solution of many physical and engineering problems. Today, it represents a viable alternative to other numerical approaches, such as the finite element method (FEM).

The main advantage of boundary element techniques is the reduction in the degrees of freedom needed to model a given physical system. Such reduction is allowed by the underlying boundary integral formulation which requires, for its numerical solution, only the discretization of the boundary of the solution domain. This results not only in a reduction in size of the system matrix, but also in faster data preparation.

However, as the size of the problem increases, the time required to solve the final system of equations increases considerably. The system matrix obtained by the application of the BEM is fully populated and not symmetric. This results in increased storage memory requirements as well as increased solution time in comparison to the FEM. Since the matrix is fully populated, the memory required to store its coefficients is of order $O(N^2)$, where $N$ denotes the number of unknowns. On the other hand, the solution of the system requires $O(N^3)$ operations if direct solvers are used or $O(M \times N^2)$ if iterative solvers are employed, where $M$ denotes the number of iterations.

Much research has been devoted to the improvement of BE solution methods and many techniques using block-based solvers, lumping technique or iterative solvers have been proposed. In the early 1980s, Rokhlin developed an iterative strategy for the solution of the integral equations arising in classical potential theory. This work introduced the idea of coupling iterative solvers with the harmonic expansion of the kernels on suitable clusters of far field boundary elements, in order to reduce the computational cost of the solution process. In particular, the method was aimed at reducing the number of operations required to evaluate the matrix-vector products occurring in the application of iterative solvers and resulted in an $O(N)$ algorithm for the solution of the original equations.

Similar algorithms for the reduction of the computational complexity of the solution process were also developed in other fields of investigation that were not directly related to the boundary element method. Particularly interesting is the algorithm devised by Barnes and Hut for the treatment of the gravitational $N$-body problem. They developed an $O(N \ln N)$ strategy based on the preliminary hierarchical subdivision of the space into cubic
cells and on the following approximation of the mutual action between cells through a recursive scheme. A similar approach was presented by Greengard and Rokhlin, who used multi-pole expansions to approximate potential and force fields of various nature generated by systems of many particles.

Although these algorithms were mainly developed for $N$-body problems, they can be extended to the treatment of boundary value problems, due to their similar underlying mathematical structure. The boundary element method is, in fact, based on the calculation of influence coefficients of the solution matrix by integration of the fundamental solution collocated on some source point, which represents a certain mutual influence between couples of points, over some surface elements. From this point of view, the approaches developed by Rokhlin and Greengard and Rokhlin are analogous, as already pointed out by the authors themselves.

Starting from these early works, fast multi-pole methods (FMMs) have been developed to efficiently solve boundary element formulations for different kinds of problems. Nishimura et al. used FMMs in connection with a GMRES method to solve 3-D crack problems for the Laplace equation. Fast algorithms have also been used for the treatment of elastic problems. Fu et al. developed an FMM BEM for 3-D many-particle elastic problems based on spherical harmonic expansions of the kernel functions, while Popov and Power used Taylor expansions to obtain an $O(N)$ algorithm for 3-D elasticity as well. Another interesting method intended for enhancing the matrix-vector multiplication was the panel clustering approach developed by Hackbusch and Nowak.

Although the techniques noted above are very effective and are valuable tools for the fast solution of boundary element problems, their main disadvantage is that the knowledge of the kernel expansion is required in order to carry out the integration; all the terms of the series needed to reach a given accuracy must be computed in advance and then integrated, which can lead to a significant modification of the integration procedures in standard BEM codes.

From an algebraic point of view, however, the integration of a degenerate kernel (i.e. of a kernel expanded in series) over a cluster of elements corresponds to the approximation of the corresponding matrix block by a low rank block. This idea paved the way for the development of purely algebraic techniques for the approximation of large BEM matrices, like the mosaic-skeleton method. Of particular interest was the observation, due to Tyrtyshnikov, that low rank approximations could be built from only a few entries of the original block.
Subsequently, Bebendorf proposed a method for the construction of such approximations, based on the computation of selected rows and columns from the original blocks. The technique was further developed by Bebendorf and Rjasanow and was referred to as adaptive cross approximation (ACA). Such an algorithm allows a relatively simple generation of the approximation and enables both storage and matrix-vector multiplication in almost linear complexity.

The subdivision of the matrix into a hierarchical tree of sub-blocks and the blockwise approximation by low rank blocks is the basis for the hierarchical representation of the collocation matrix. As in the case of FMMs, the use of the hierarchical format is aimed at reducing the storage requirement and the computational complexity arising in the BEM. Having represented the coefficient matrix in hierarchical format, the solution of the system can be obtained either directly, by inverting the matrix in hierarchical format, or indirectly, by using iterative schemes with or without preconditioners. Both choices rely on the use of formatted matrix operations, i.e. on a suitable arithmetic for hierarchical matrices developed to take advantage of this special format.

The use of iterative techniques, however, takes particular advantage of the employment of the hierarchical format. Different iterative solvers for algebraic systems of equations stemming from 2-D and 3-D BEM problems have been investigated. While early studies had not shown good results, subsequent work confirmed the applicability of iterative solution procedures to BEM systems and showed the potentiality for operations count reduction with respect to Gauss elimination, especially for large systems; however, they reported a serious lack of convergence for the worst ill-conditioned cases, when mixed boundary conditions are present, thus pointing out the need for preconditioning the system. Barra et al. tested the performance of the GMRES algorithm, developed by Saad and Schultz, for the solution of two-dimensional elasticity BEM equations, observing a more rapid convergence with respect to other iterative strategies, especially when preconditioning was used. They mentioned the possibility of developing new preconditioners based on the inherent nature of the BEM. Guru Prasad et al. discussed the performance of several Krylov subspace methods and related such performance to the structure of the BEM matrices for some two- and three-dimensional thermal and elastic problems, highlighting the effect of the relative magnitude of the coefficients of the system matrix on the convergence of the algorithms. Moreover, they pointed out that
the use of suitable preconditioning improves the eigenvalues clustering and the diagonal dominance of the matrix, thus resulting in enhanced convergence. Their analysis demonstrated that preconditioned Krylov methods, especially preconditioned GMRES, could be competitive or superior to direct methods. The importance of the diagonal dominance for the iterative solution of BEM equations has been shown by Urekew and Rencis,\textsuperscript{30} while Merkel et al.\textsuperscript{31} focused on eigenvalues clustering and its effect on the convergence of iterative solvers applied to the solution of some thermal and elastic industrial problems. Some issues in the analysis of larger three-dimensional BEM systems through preconditioned GMRES were evidenced by Leung and Walker,\textsuperscript{32} who also proposed a strategy to overcome some limitations and extend the applicability of the algorithm to systems with some thousands of unknowns. Barra et al.\textsuperscript{33} proposed a strategy for the construction of preconditioners for GMRES-solved BEM problems, while Wang et al.\textsuperscript{34} investigated a class of preconditioners for fast multi-pole BEMs.

All the aforementioned studies have demonstrated the importance of preconditioners for an effective iterative solution. A general survey on preconditioners for improving the performance and reliability of Krylov subspace methods has recently been presented by Benzi,\textsuperscript{35} who pointed out that the intense research on preconditioners has blurred the distinction between direct and iterative solvers. The importance of the subject has also been stressed by Saad and van der Vorst,\textsuperscript{36} in their survey of iterative solvers for linear systems.

In this context, the use of the hierarchical format for BEM matrices, in conjunction with Krylov subspace methods, constitutes a recent and interesting development. The method proves to be efficient in dealing with large BEM systems and offers a quite natural approach to the construction of effective preconditioners.

Hierarchical matrices and their arithmetic have been extensively studied and assessed and their application has proved successful for the analysis of some interesting realistic problems. Apart from some benchmark tests reported in the papers devoted to the development of the technique (see, for example, the work of Bebendorf and Rjasanow\textsuperscript{19}), interesting applications to various electromagnetic problems have been proposed by Kurz et al.\textsuperscript{37} Zhao et al.\textsuperscript{38} and Ostrowski et al.\textsuperscript{39} Bebendorf and Grzhibovskis\textsuperscript{40} have recently extended the use of ACA to the analysis of elastic problems through Galerkin BEM, while Benedetti et al.\textsuperscript{41} extended the use of hierarchical matrices to the treatment of 3-D elastic
crack problems through dual boundary element method (DBEM). Some preliminary results about anisotropic elastic problems without crack have been presented by Benedetti et al.\textsuperscript{42}

In the following sections, the development and the use of the fast hierarchical BEM for the analysis of three-dimensional elasticity problems is described. For the sake of generality, the formulation and the strategy solution are described referring to the DBEM, which can take into account the possible presence of cracks in the analysed domain. However, all the considerations can be directly applied to the straightforward BEM analysis of uncracked bodies. First, the basic formulation of the DBEM for 3-D fracture mechanics problems is briefly reviewed and the features of DBEM matrices are discussed. Next, the main steps for building the hierarchical representation of the solution matrix are discussed and some algorithms are reported. Some considerations about the application of the hierarchical format to boundary element formulations of 3-D crack problems are pointed out. Some applications to both isotropic and anisotropic problems complete the work and demonstrate the capability of the method.

5.2. The 3-D Dual Boundary Element Method

The DBEM is a general and efficient technique for modelling both two-dimensional\textsuperscript{43,44} and three-dimensional\textsuperscript{45,46} isotropic and anisotropic\textsuperscript{47–51} crack problems in the framework of the BEMs.\textsuperscript{52,53} The DBEM is based on the use of two independent boundary integral equations, namely the displacement integral equation, collocated on the external boundary and on one of the crack surfaces, and the traction integral equations, collocated on the other crack surface and introduced to overcome the problems originating from the coincidence of the crack nodes.

Assuming continuity of displacements at the boundary nodes, the boundary integral representation for the displacements $u_j$ is given by

$$c_{ij}(x_0)u_j(x_0) + \int_{\Gamma} T_{ij}(x_0, x) u_j(x) \, d\Gamma = \int_{\Gamma} U_{ij}(x_0, x) t_j(x) \, d\Gamma$$

(5.1)

where $U_{ij}$ and $T_{ij}$ represent the displacement and traction fundamental solutions at the boundary point $x$ when collocating at the point $x_0$; $c_{ij}$ are coefficients depending on the boundary geometry and computed through rigid body considerations; and the symbol $\int$ stands for Cauchy principal value integral, whose presence is the consequence of the $O(r^{-2})$ strength of the $T_{ij}$ integrands.
The displacement equation (5.1) is collocated on the boundary $\Gamma$ and on one of the crack surfaces. When collocated at the crack node $x^0$, it assumes the form
\[
c_{ij}(x^0) u_j(x^0) + c_{ij}(x^0) u_j(x^+0) + \int_{\Gamma} T_{ij}(x^0, x) u_j(x) \, d\Gamma = \int_{\Gamma} U_{ij}(x^0, x) t_j(x) \, d\Gamma
\] (5.2)
where $x^0$ and $x^+0$ are the two coincident crack nodes. For smooth crack surfaces at the point $x^0$, it is $c_{ij}(x^0) = c_{ij}(x^+0) = (1/2)\delta_{ij}$.

The traction integral equation collocated at the point $x^0$, where continuity of strains is assumed, is given by
\[
c_{ij}(x^0) t_j(x^0) = c_{ij}(x^0) t_j(x^0) + n_j(x^0) \int_{\Gamma} T_{ijk}(x^0, x) u_k(x) \, d\Gamma
\] (5.3)
where the kernels $U_{ijk}$ and $T_{ijk}$ contain derivatives of $U_{ij}$ and $T_{ij}$ respectively; $n_j$ are the components of the outward normal at the point $x^0$; and $\int$ stands for the Hadamard principal value integral, originating from the presence of the $O(r^{-3})$ kernels $T_{ijk}$.

Equations (5.1), (5.2) and (5.3) provide the boundary integral model for the analysis of general crack problems. If no cracks are involved, then only equation (5.1) is needed for the analysis.

5.2.1. DBEM systems of equations

In this section, the main features of DBEM systems of equations are discussed in view of the construction of a hierarchical representation of the collocation matrix. All the considerations, however, apply to BEM systems, after suitable simplification.

The DBEM leads to a system of equations that can be written in the form
\[
\begin{bmatrix}
H_{bb} & H_{bd} & H_{bd} \\
H_{db} & H_{dd} & H_{dt} \\
S_{tb} & S_{td} & S_{tt}
\end{bmatrix}
\begin{bmatrix}
u_t \\
u_d \\
u_t
\end{bmatrix}
= 
\begin{bmatrix}
G_{bb} & G_{bd} & G_{bt} \\
G_{db} & G_{dd} & G_{dt} \\
D_{tb} & D_{td} & D_{tt}
\end{bmatrix}
\begin{bmatrix}
t_b \\
t_d \\
t_t
\end{bmatrix}
\] (5.4)
where the subscripts denote the boundary of the domain ($b$), the crack surface where the displacement integral equation is collocated ($d$) and the
crack surface where the traction integral equation \((t)\) is collocated. The blocks \(H_{bd}\) and \(G_{bd}\), for example, contain the coefficients computed by integrating \(T_{ij}\) and \(U_{ij}\) over the elements lying on the displacement crack surface \((d)\) while collocating the integral equation on the boundary nodes \((b)\). The blocks \(S\) and \(D\) are obtained from the integration of the kernels \(T_{ijk}\) and \(U_{ijk}\), when the traction integral equation is collocated on the related crack surface.

After the application of the boundary conditions, assuming free crack surfaces, the final system is written

\[
\begin{bmatrix}
A_{bb} & H_{bd} & H_{bt} \\
A_{db} & H_{dd} & H_{dt} \\
B_{tb} & S_{tb} & S_{tt}
\end{bmatrix}
\begin{bmatrix}
X_b \\
u_d \\
u_t
\end{bmatrix} =
\begin{bmatrix}
Y_b \\
Y_d \\
Y_t
\end{bmatrix}
\]

(5.5)

where the vector \(X_b\) contains unknown boundary displacements or tractions and the vectors \(Y\) are obtained after applying the boundary conditions, as a linear combination of the columns of the blocks \(H, G, D\) and \(S\) corresponding to the prescribed displacement and traction nodal values. The blocks \(A_{bb}\) and \(A_{db}\) contain a mix of columns from the corresponding blocks \(H_{bb}\) and \(G_{bb}\), and \(H_{db}\) and \(G_{db}\), while \(B_{tb}\) mixes columns from \(D_{tb}\) and \(S_{tb}\).

The coefficient matrix in equation (5.5) has some important features stemming from the inherent BEM characteristics and the special computational strategy used. The matrix is, in fact, fully populated, non-symmetric and not definite. Such features are common to the matrices generally produced by the BEM. Moreover, the off-diagonal blocks \(H_{dt}\) and \(S_{td}\) are characterized by the presence of high-strength terms. Such terms originate from the geometrical coincidence of the two crack surfaces; that implies the presence of singular terms in the related blocks. When collocating on the displacement crack surface, for example, both the collocation point \(x_{0}^{-}\) and the geometrically coincident point \(x_{0}^{+}\) are singular, thus generating high-strength terms in both \(H_{dd}\) and \(H_{dt}\). Moreover, it is to be noted that the blocks \(D\) and \(S\), originating from the collocation of the hypersingular boundary integral equation (i.e. the traction equation) contain terms whose strength is considerably higher with respect to those contained in the blocks \(H\) and \(G\).

The solution of fully populated, non-symmetric and not definite systems, especially when accuracy and reliability are of primary concern, is usually tackled by direct methods, such as Gauss elimination, as they are easy to implement, robust and tend to require predictable time and
storage resources. However, when dealing with large three-dimensional systems, involving several thousands of equations, the use of direct solvers becomes too computationally expensive, both in terms of operations count and memory requirements. In such cases, iterative solvers may represent a preferable choice, becoming essential for very large systems.

The application of hierarchical matrices in conjunction with iterative solvers to DBEM matrices of the form given in equation (5.5) is discussed in the next section.

5.3. Hierarchical Dual Boundary Element Method

In this section, the use of hierarchical matrices for the approximation and solution of systems of equations produced by the DBEM is discussed. Before going into the details of the method, it is useful to give a summary of the conditions that must be met and the steps that must be carried out to obtain the hierarchical representation.

The overall objective of this special format is to reduce the storage requirements as well as to speed up the operations involving the matrix, by representing the matrix itself as a collection of blocks, some of which admit a particular approximated representation that can be obtained by computing only a few entries from the original matrix. These special blocks are called low rank blocks. The blocks that cannot be represented in this way must be computed and stored entirely and are called full rank blocks.

Low rank blocks constitute an approximation of suitably selected blocks of the discrete integral operator based, from the analytical point of view, on a suitable expansion of the kernel of the continuous integral operator. This expansion, and consequently the existence of low rank approximants, is based on the asymptotic smoothness of the kernel functions, i.e. on the fact that the kernels \( U_{ij}(x_0, x) \) and \( T_{ij}(x_0, x) \) are singular only when \( x_0 = x \). For more precise information about asymptotic smoothness, the interested reader is referred to the works of Bebendorf, Bebendorf and Rjasanow, and especially to the paper of Bebendorf and Grzhibovskis, where the application to elastic solids is considered, laying the grounds for the applicability of ACA to the class of problems considered in the present work. Here, it is only mentioned that the asymptotic smoothness represents a sufficient condition for the existence of low rank approximants and that it does not exclude strongly or hypersingular kernels, like \( U_{ijk}(x_0, x) \) and \( T_{ijk}(x_0, x) \). Moreover, the regularity of the boundary over which the approximation is carried out is not requested.
Once the conditions for the approximants’ existence have been assessed, the subdivision of the matrix into low and full rank blocks is based on geometrical considerations. Every block in the matrix is characterized by two subsets of indices, corresponding respectively to the row and column indices. In the standard collocation BEM, every row index is associated to a degree of freedom of a collocation node, while every column index is associated to a degree of freedom of a discretization node, whose coefficient is computed by integrating those elements to which the node itself belongs. Every block is then related to two sets of boundary elements: the one containing the collocation points corresponding to the row indices, here denoted by $\Omega_x$; and the one grouping the elements over which the integration is carried out, denoted by $\Omega_e$, that contains the nodes corresponding to the columns. If these two sets of boundary elements are separated, then the block will be represented and stored in low rank format, while it will be entirely generated and stored in full rank format otherwise. The blocks meeting the requirement of separation are deemed admissible. A schematic diagram of the process leading to the boundary subdivision, and the correspondence with the suitable matrix block, is illustrated in Fig. 5.1.

In Fig. 5.1, both the cluster of collocation points, related to a set of rows of the collocation matrix, and the cluster of integration elements,
which contain the nodes related to the columns of the matrix, are shown. As schematically illustrated, the admissibility condition is checked choosing suitable boxes framing the two clusters. This strategy is dictated by the need to reduce the computational costs of the boundary subdivision and particularly the subsequent admissibility check.

The entire process leading to the subdivision in sub-blocks and to their further classification is based on a previous hierarchical partition of the matrix index set aimed at grouping subsets of indices corresponding to contiguous nodes and elements on the basis of some computationally efficient geometrical criterion. This partition is stored in a binary tree of index subsets, or cluster tree, that constitutes the basis for the following construction of the hierarchical block subdivision that will be stored in a quaternary block tree. Such a process of hierarchical subdivision and tree generation will be further illustrated in the following sections. Here, it is important to focus on the fact that the block (quaternary) tree stems from the index (binary) tree.

As the admissible blocks have been located, their approximation can be computed. While in fast multi-pole or panel clustering methods the knowledge of the explicit form of the kernel expansion is required in order to approximate the integral operator, low rank blocks can be generated directly by computing some entries from the original blocks, through ACA algorithms. It is important to highlight that the ACA allows the approximated block to reach adaptively the a priori selected accuracy. These features make such a technique particularly appealing, as it is not necessary to modify or rewrite the routines for the boundary integration in previously developed codes.

Once the basic hierarchical representation has been set up, the collocation matrix can be treated in different ways to obtain the system solution. It is worth noting that the representation obtained by ACA is not yet optimal in terms of storage requirements. The low rank blocks can be, in fact, recompressed, taking advantage of the reduced singular value decomposition (SVD) that allows a further storage reduction without accuracy penalties. Moreover, since the initial matrix partition is generally not optimal, once the blocks have been generated and recompressed, the entire structure of the hierarchical block tree can be modified by a suitable coarsening procedure. These consecutive manipulations have the objective of further reducing the storage requirements and speeding up the solution, maintaining the preset accuracy. It is important to note that such recompression schemes can be applied sequentially immediately after the
blocks’ generation. When a block has been generated, it can be immediately recompressed. Afterwards, a collection of four contiguous recompressed blocks can be tested for coarsening. This fact implies that the needed memory is less than that required for storing the ACA-generated matrix.

As an optimal coarsened representation is obtained, the solution of the system can be tackled either by direct solvers or iterative methods. In both cases, the efficiency of the solution relies on the use of a special arithmetic, i.e. a set of algorithms that implement the operations on matrices represented in hierarchical format, such as addition, multiplication and inversion. For a direct solution, the computation of the hierarchical \( LU \) decomposition of the collocation matrix is needed to carry out an effective hierarchical inversion. Iterative solutions, on the other hand, are mainly based on the efficiency of the matrix-vector product, but can be noticeably sped up by the use of suitable preconditioners. An effective preconditioner for BE matrices based on hierarchical \( LU \) decomposition has recently been proposed by Bebendorf.

In the following section, these points will be further developed and the main algorithms involved will be discussed. The modifications required to take into account the presence of cracks will be pointed out.

5.3.1. Boundary subdivision and cluster tree

The construction of a partition of the matrix index set is the basis for the following definition of the hierarchical block tree. The objective of the partition is to subdivide the index set into subsets (or clusters) of indices corresponding to contiguous boundary element nodes. This process leads to the identification of separate or not separate couples of boundary element groups. In the case of three-dimensional elastic problems, as three different indices are associated to each discretization point, it is preferable to partition the set of the boundary nodes indices itself. The process starts from the complete set of indices \( I = \{1, 2, \ldots, n\} \), where \( n \) denotes the number of collocation points. This initial set constitutes the root of the tree. Each cluster in the tree, called the tree node, not to be confused with the geometrical discretization node, is split into two subsets, called sons, on the basis of a selected criterion. The common tree node from which two sets originate is called the parent. The tree nodes that cannot be further split are the leaves of the tree. Usually a node cannot be further split when it contains a number of indices equal to or less than a minimum number \( n_{\min} \), called the cardinality of the tree, a previously fixed value.
However, the procedure must be slightly modified for the analysis of cracked configurations through the DBEM. The crack can be either embedded in or emanate from a surface, but in either case it is located inside the boundary surface and its geometry is usually clearly distinguishable from the geometry of the boundary. This circumstance naturally induces a first distinction, dictated by the geometry, between boundary and crack nodes. Moreover, as already mentioned, crack modeling requires special considerations: the crack is discretized by using discontinuous elements, collocating displacement equations on the nodes belonging to one crack surface and traction equations on the other. As different integral operators, or kernels, correspond to displacement and traction integral equations, it is then appropriate to further distinguish between the nodes on one crack surface and the nodes on the other one; this fact results in the two sons of the crack nodes cluster being subdivided into the cluster containing the nodes on which displacement equations are collocated and the one corresponding to the nodes on which the traction equations are collocated. This subdivision and the sets of node indices stemming from this process are graphically represented in Fig. 5.2.

The algorithm used for the construction of the cluster tree is also reported (Algorithm 5.1). It is similar to the algorithm introduced by Giebermann" and used in Grasedyck and is aimed at generating a geometrically balanced cluster tree, after the initial subdivision between boundary nodes, displacement crack nodes and traction crack nodes. It requires, as input, a set of indices associated to a set of collocation points, the set of the coordinates of such points and the minimum number of points allowed in a subset, i.e. the cardinality. The output of the procedure is the entire structure of the binary tree, from the root to the leaves. Note that

![Diagram of index sets induced by presence of cracks.](image-url)
Algorithm 5.1 Recursive SplitCluster(s,x,n_{min})

if s is the tree root cluster then
  define $s_1 = \{ i \in s : x_i \in \text{set of boundary nodes} \}$
  define $s_2 = \{ i \in s : x_i \in \text{set of crack nodes} \}$
else if s is the cluster of all the crack nodes then
  define $s_1 = \{ i \in s : x_i \in \text{set of displacement crack nodes} \}$
  define $s_2 = \{ i \in s : x_i \in \text{set of traction crack nodes} \}$
else if $\#s \leq n_{min}$ then
  set $\text{sons}(s) = \{ \emptyset \}$
  return
else
  for i=1,3 do
    $M_i = \max \{ (x_j)_i : j \in s \}$
    $m_i = \min \{ (x_j)_i : j \in s \}$
  end for
  find $j$ such that $M_j - m_j$ is the largest
  define $s_1 = \{ i \in s : (x_i)_j \leq (M_j + m_j)/2 \}$
  define $s_2 = s - s_1$
end if
set $\text{sons}(s) = \{ s_1, s_2 \}$
for i=1,2 do
  call SplitCluster($s_i$, x, n_{min})
end for

$(x_j)_i$ indicates the $i$-th coordinate of the $j$-th collocation point, while the operator #($\cdot$) gives the number of elements in a set.

5.3.2. Block tree and admissibility condition

The block tree is built recursively, starting from the complete index set $I \times I$ (both rows and columns) of the collocation matrix and the previously-found cluster tree. The objective of this process is to split, hierarchically, the matrix into sub-blocks and to classify the leaves of the tree into admissible (low rank) or non-admissible (full rank) blocks. The classification is based on a geometrical criterion that assesses the separation of the clusters of boundary elements associated with the considered block. Such a criterion takes into consideration the features of the boundary mesh. For 3-D DBEM, eight-noded continuous and discontinuous quadrilateral elements are used. Let $\Omega_{x_0}$ denote the cluster of elements containing the discretization nodes
corresponding to the row indices of the considered block and $\Omega$ denote the set of elements over which the integration is carried out to compute the coefficient corresponding to the column indices. The admissibility condition can be written

$$\min(diam \Omega_{x_0}, diam \Omega_x) \leq \eta \cdot dist(\Omega_{x_0}, \Omega_x)$$ (5.6)

where $\eta > 0$ is a parameter influencing the number of admissible blocks on one hand and the convergence speed of the adaptive approximation of low rank blocks on the other hand.25

Since the actual diameters and the distance between two clusters are generally time-consuming to be exactly computed, the condition is usually assessed with respect to bounding boxes parallel to the reference axes,22,56 as already mentioned in reference to Fig. 5.1. In this case, $\Omega_{x_0}$ and $\Omega_x$ in equation (5.6) are replaced by the boxes $Q_{x_0}$ and $Q_x$. The bounding box clustering technique adopted in the present work is generally used for its simplicity, although it produces non-optimal partitions that can be improved by suitable procedures, as will soon be illustrated. Other clustering techniques able to produce better initial partitions have been proposed in the literature. The construction using the principal component analysis57 should significantly improve the quality of the initial partition, but such a scheme is not tested in this work.

The algorithm is graphically illustrated in Fig. 5.3. Starting from the root (the entire matrix), each block is subdivided into four sub-blocks until either the admissibility condition is satisfied or the block is sufficiently small that it cannot be further subdivided. The light grey boxes represent low rank blocks while the dark grey boxes are the full rank ones.

![Fig. 5.3. Graphical illustration of the block splitting procedure.](image)
The presence of cracks requires some extra considerations. As illustrated in Fig. 5.2, when a crack is present, the second level of the cluster tree has two nodes: the first corresponding to the discretization nodes on the boundary and the other corresponding to those on the crack. While it is absolutely acceptable to check the admissibility condition for the matrix block corresponding to collocation on the boundary nodes and integration on the two coincident crack surfaces considered as a whole, the reverse is not true. When generally collocating on the crack nodes, two different kinds of boundary integral equations are being evoked, namely displacement equations and traction equations. These correspond to different integral operators that should be approximated separately. Besides the admissibility condition (5.6), the supplementary constraint that the block corresponding to collocation on the nodes of the crack cluster as a whole and integration on the boundary is inadmissible must be considered. In other words, referring to equation (5.5), if the condition (5.6) is satisfied, it is admissible to approximate the two submatrices $H_{bd}$ and $H_{bt}$ through a single approximate low rank block, while it is not admissible to check the condition (5.6) for the sub-matrix comprised of $A_{db}$ and $B_{tb}$. This further condition may induce a characteristic asymmetric structure on the hierarchical block tree, as shown in Fig. 5.4. Notice that the dashed lines appearing in the white block do not separate it into four sub-blocks, but are drawn only to point out the lost block tree symmetry.

Finally, it is important to consider specifically the assessment of the condition (5.6) when clusters of boundary elements and crack elements are involved at the same time. As mentioned above, the admissibility

![Fig. 5.4. Structure of the hierarchical matrix including crack surfaces.](image-url)
condition is generally checked by considering framing boxes; however, cracks are always contained by the external boundary and the common procedure, since the boxes are one inside the other, could lead to the premature classification of some perfectly admissible blocks as inadmissible. To avoid such a circumstance, a special procedure has been devised. When the distance between a cluster of crack elements and a cluster of boundary elements is being computed, only the crack elements are framed by a box, and the distance between the two clusters is computed by considering the boundary cluster element by element. This procedure avoids the premature skipping of admissible blocks, especially in the very favourable case of embedded cracks. The element by element distance check, if carried out only when crack elements are involved, is not too expensive computationally.

The extended admissibility condition is used in the algorithm for the generation of the block tree reported here (Algorithm 5.2). It takes into account the possible presence of cracks, following the considerations developed above. The output of the procedure, when it is initially called passing the block corresponding to the entire matrix, is the block tree from the root to the leaves that are classified in low and full rank.

**Algorithm 5.2 Recursive SplitBlock** ($B_{s\times t}, n_{\text{min}}$)

```plaintext
if $s$ is the cluster of all the crack nodes then
    set $\text{sons}(B_{s\times t}) = \{B_{\sigma\times\tau} : \sigma \in \text{sons}(s), \tau \in \text{sons}(t)\}$
else if $B_{s\times t}$ is admissible then
    set $B_{s\times t}$ as a low rank block
    set $\text{sons}(B_{s\times t}) = \{\emptyset\}$
else if $\#s < n_{\text{min}}$ or $\#t < n_{\text{min}}$ then
    set $B_{s\times t}$ as a full rank block
    set $\text{sons}(B_{s\times t}) = \{\emptyset\}$
else
    set $\text{sons}(B_{s\times t}) = \{B_{\sigma\times\tau} : \sigma \in \text{sons}(s), \tau \in \text{sons}(t)\}$
end if
if $\text{sons}(B_{s\times t}) \neq \{\emptyset\}$ then
    for all $B_{\sigma\times\tau} \in \text{sons}(B_{s\times t})$ do
        call SplitBlock($B_{\sigma\times\tau}$)
    end for
end if
```
5.3.3. Low rank blocks and ACA algorithms

Let $M$ be an $m \times n$ admissible block in the collocation matrix. It admits the low rank representation

$$ M \simeq M_k = A \cdot B^T = \sum_{i=1}^{k} a_i \cdot b_i^T \quad (5.7) $$

where $A$ is of order $m \times k$ and $B$ is of order $n \times k$, where $k$ is the rank of the new representation. The approximating block $M_k$ satisfies the relation $\| M - M_k \|_F \leq \varepsilon \| M \|_F$, where $\| \cdot \|_F$ represents the Frobenius norm and $\varepsilon$ is the set accuracy. Sometimes it is useful to represent the matrix using the alternative sum representation, where $a_i$ and $b_i$ are the $i$-th columns of $A$ and $B$, respectively. The approximate representation allows storage savings with respect to the full rank representation and speeds up the matrix-vector product.

Different ACA algorithms can be used to generate the approximate blocks. The original algorithm was proposed by Bebendorf\cite{Bebendorf2003} and was further developed by Bebendorf and Rjasanow.\cite{Bebendorf2004} Grasedyck\cite{Grasedyck2009} proposed the so-called ACA+ algorithm and compared its performances to those of the standard scheme. Bebendorf and Grzhibovskis\cite{Bebendorf2010} proposed a strategy for overcoming some problems that may arise when populating some low rank blocks involving the interaction, through double layer kernels, of sets of coplanar elements. Useful illustrations of the basic ACA scheme can be found in the works of Kurz et al.\cite{Kurz2014} and Bebendorf and Kriemann,\cite{Bebendorf2012} while the reader is referred to the work of Grasedyck\cite{Grasedyck2009} for ACA+. Algorithm 5.3 describes the partially pivoted ACA scheme. In this work also, a slightly different scheme has been used to circumvent some problems originating when computing some particular blocks, as illustrated in the following.

The previously mentioned schemes allow the block to reach adaptively the a priori set accuracy $\varepsilon$ and are substantially based on the computation of selected columns and rows of the original block that, suitably manipulated, furnish exactly the columns $a_i$ and $b_i$ appearing in equation (5.7). Different schemes often differ for the choice of the pivots; that can have a noticeable effect on the convergence and quality of the approximation.\cite{Bebendorf2012} Once a new column $a_i$ and row $b_i^T$ have been generated and added to those previously computed, the convergence toward the required accuracy is checked against a suitable stopping criterion. If the criterion is satisfied, the computation is stopped, else a new column and a new row are generated and stored.
Algorithm 5.3 Partially Pivoted ACA for $B_{\sigma \times \tau}$

$k = 1; Z = \{\emptyset\}$

repeat
  if $k=1$ then
    $i_k = \text{min}(\sigma - Z)$
  else
    $i_k = \text{argmax}_{i \in \sigma - Z} (|a_{k-1}|_i)$
  end if
  $Z = Z \cup \{i_k\}$
  $\overline{b}_k = M(i_k,:) - \sum_{r=1}^{k-1} (a_r)_{i_k} b_r^T$
  if $\overline{b}_k \neq 0$ then
    $j_k = \text{argmax}_{j \in \sigma} (|a_{r-1}|_j)$;
    $b_k = (\overline{b}_k)_{j_k}^{-1} \overline{b}_k$
    $a_k = M(:, j_k) - \sum_{r=1}^{k-1} (b_r)_{j_k} a_r$
    $k = k + 1$
  end if
until The stop criterion is satisfied or $Z = \sigma$

The stopping criterion is based on the assessment of the convergence of the approximating block in terms of the Frobenius norm. Since the original blocks are not accessible, only the partial approximations $M_k$, with $k$ running, are used to check the convergence. The Frobenius norm can be computed by the following recursive formula

$$
\|M_k\|_F^2 = \|M_{k-1}\|_F^2 + 2\sum_{i=1}^{k-1} (a_k^T a_i) (b_k^T) + \|a_k\|_F^2 \|b_k\|_F^2 \tag{5.8}
$$

where $a_k$ and $b_k$ represent the column and row computed at the $k$ - th iteration. A suitable stopping criterion can be expressed as

$$
\|a_k\|_F \|b_k\|_F \leq \varepsilon \|M_k\|_F \tag{5.9}
$$

that prescribes a stop to the iteration when the inequality is satisfied for a required preset accuracy $\varepsilon$.

The construction of the approximating block not only reduces the storage needed to represent an admissible block, but also reduces the assembly time for the set-up of the collocation matrix, as the integration is carried out only on those elements that allow the population of the required columns and rows.

With reference to the form of the DBEM system of equations (5.5), some additional consideration on the construction of the approximating
blocks is convenient. The blocks contained in $A_{bb}$ and $A_{db}$ include a mix of columns from the blocks $H_{db}$ and $G_{db}$ and $H_{db}$ and $G_{db}$, respectively, and require some attention. Moreover, some of the columns from the corresponding $H$ and $G$ blocks may give a contribution to the right-hand side. Let us suppose that, following the application of the boundary conditions, the low rank block $M$ belonging to the sub-matrix $A_{bb}$ is comprised of many $H$ columns and few $G$ columns, and that few $G$ columns contribute to the right-hand side (see Fig. 5.5).

In this case, it may not be convenient to generate the approximation of the entire $G$ block (the white block belonging to $G_{bb}$ in Fig. 5.5). On the contrary, it is more effective to generate the approximation of the entire $H$ block through ACA, then to annihilate the terms in the rows $b_i^T$ corresponding to the columns to be replaced with the $G$ columns, and eventually to compute exactly the few needed $G$ columns and add them to the representation (5.7), using row vectors filled with zeros and ones placed in the positions corresponding to the columns to be replaced. The other $G$ columns, among the few exactly computed, contribute to the right-hand side, through appropriate coefficients.

The choice between computing a block through ACA and computing few columns exactly depends on the number of columns from a block $H$ and $G$ that are actually needed for the construction of a specific $A$ block. If the number of needed columns is much less than the average rank, it is convenient to compute the columns exactly, since the ACA representation of the few columns would require more columns (and rows) than their exact representation. Analogous considerations hold for the block $B_{tb}$ that mixes columns from $S_{tb}$ and $D_{tb}$.

The blocks contained in $H_{bd}$ and $H_{db}$ do not require special consideration and can be computed through standard ACA. However, it is interesting to observe that, if the crack is sufficiently far from the boundary,
both these sub-matrices belong to a single big low rank block: this is the
block for which the numerical compression works better.

The blocks contained in $H_{dd}$, $H_{dt}$, $S_{td}$ and $S_{tt}$ often stem from the
integration of $T_{ij}$ and $T_{ijk}$ over clusters of coplanar elements (case of
plane crack). In such circumstance the standard ACA can fail, as shown
by Grasedyck with a counterexample for partial pivoting. To avoid this
potential problem, and the consequent loss of accuracy, ACA+ can be
used for the approximation of these blocks. In this work, however, a
different strategy, based on the computation of more than one row at each
ACA iteration, has been used. The strategy is referred to as *big-volume
search* and, although slightly more expensive than standard ACA, has
proven to be very reliable in the performed numerical experiments. Briefly,
the search of the pivot is not limited to a single row per iteration, but is
extended to more rows that are generated and stored at every ACA step.
The efficiency of the scheme is, hence, based on the availability of more
matrix entries.

5.3.4. **Block recompression and tree coarsening**

After the blocks have been generated, a further reduction of the required
memory can be achieved by suitable recompression schemes, so that
the amount of memory required for the final storage is lower than
that needed for the ACA generated matrix. Moreover, the recompression
schemes further speed up the computation, maintaining the desired preset
accuracy $\varepsilon$.

Two different recompression schemes can be applied: one that acts on
the single leaves; and one that modifies the entire tree structure, through a
process of reabsorption of the leaves.

The block recompression, i.e. the first scheme, is sometimes referred to as
*truncation* and is based on the SVD of low and full rank blocks.
Since the size of the full rank leaves is bounded by $n_{\min}$, their SVD can
be efficiently computed by suitable available efficient algorithms, like the
**LAPACK dgesvd.f**; for the low rank leaves, on the other hand, it is possible
to perform a reduced SVD.

Let $M_k = A \cdot B^T$ be a low rank block. The reduced decomposition can
be computed by

\[ M_k = A \cdot B^T = Q_AR_AR_B^TQ_B^T = Q_AU\Sigma V^TQ_B^T \]  

where $Q_AR_X$ is the $QR$ decomposition of the matrix $X$, while $U\Sigma V^T$
represents the SVD of $R_AR_B^T$. If $A \in \mathbb{R}^{m \times k}$ then $Q_A \in \mathbb{R}^{m \times k}$ while $R_A \in \mathbb{R}^{k \times k}$.
\( \mathbb{R}_{k \times k} \). The SVD of the reduced matrix \( R_A R_B^T \in \mathbb{R}_{k \times k} \) can then be computed by using \( \text{dgesvd.f} \).

In equation (5.10) there is still no approximation. If the singular values \( \sigma_i < \varepsilon \sigma_1 \) contained in the diagonal of \( \Sigma \) are discarded, then the following approximation is obtained

\[
M_k \simeq Q_A \tilde{U} \tilde{\Sigma} \tilde{V}^T Q_B^T = \tilde{A} \tilde{B}^T \tag{5.11}
\]

where \( \tilde{A} = Q_A \tilde{U} \tilde{\Sigma} \) and \( \tilde{B} = \tilde{V}^T Q_B^T \). In equation (5.11) \( \tilde{U}, \tilde{V} \in \mathbb{R}_{k \times \tilde{k}} \) are obtained from the original matrices discarding the last \( k - \tilde{k} \) columns, while \( \tilde{\Sigma} \in \mathbb{R}_{\tilde{k} \times \tilde{k}} \) is the diagonal matrix \( \text{diag}\{\sigma_1, \sigma_2, \ldots, \sigma_{\tilde{k}}\} \). An analogous procedure is followed for the full rank leaves that, after discarding the smallest singular values, are stored in low rank format if the total size in low rank is less than the size requested in full rank representation. Note that the scheme can be applied immediately after a block has been generated.

Such procedure operates on single blocks, reducing the size of low rank blocks and converting the full rank blocks satisfying the previous condition into low rank blocks. It is important to emphasize the role of the accuracy \( \varepsilon \) that appears in all the computations. The required accuracy could also be lowered if a less accurate representation of the matrix would be needed for special purposes. The importance of this fact will become apparent in the construction of a preconditioner for iterative solvers.

Besides the blockwise SVD, it is possible to apply a further compression, referred to as \textit{tree coarsening}, aimed at modifying the entire tree structure. The coarsening tries to unify groups of four leaves that are sons of the same block tree node. If some conditions are met, the SVD decomposition of the unification of the four blocks is computed and, if after discarding the smaller singular values along with the corresponding columns and rows, the result requires less storage, the four blocks are unified, or reabsorbed, in the parent tree node. This scheme can be applied when four adjacent sub-blocks have been generated and recompressed. The procedure that performs the coarsening has been presented by Grasedyck\textsuperscript{22} and is reported in Algorithm 5.4. Note that the unification of the four low rank sons of a block is performed by expanding their columns and rows to the parent’s block dimensions by suitably placed zeros and then adding such expanded vectors to provide the parent’s low rank representation.
**Algorithm 5.4** Recursive CoarsenTree($B_{s \times t}$)

- call CoarsenTree($B_{\sigma \times \tau}$) for all $B_{\sigma \times \tau} \in \text{Sons}(B_{s \times t})$
  - if ($\text{Sons}(B_{s \times t})$ are all low rank leaves) then
    - Unify the four leaves;
    - Compute the SVD of the unification;
    - Check the storage requirements of the SVD;
    - if (storage of the SVD < storage of the four sub-blocks) then
      - Store the SVD and set $\text{Sons}(s \times t) = \{\emptyset\}$
  - end if
- end if

Two points are stressed here: a) the block recompression is applied immediately after the block generation and not after the generation of the entire matrix which allows an actual reduction of the storage requirements; b) the recompression schemes provide a valuable tool for the construction of an effective preconditioner based on the computation of a coarse approximation of the collocation matrix, as described in the following sections.

### 5.3.5. Hierarchical arithmetic

To carry out operations on hierarchical matrices, it is necessary to define a suitable hierarchical arithmetic. The operations involving the entire hierarchical matrices (operations between matrices, trees or sub-trees) are based on elementary operations between low or full rank blocks (operations between blocks or leaves). Often such operations, involving the SVD, require a truncation with respect to a previously set accuracy, which thus acquires a fundamental importance in all the considered algorithms. *All the hierarchical operations are defined with respect to a set accuracy.*

The main difficulty when implementing such algorithms is distinguishing between the full range of possible different cases. The multiplication, for example, is defined with respect to the two block factors and the so-called target block. Each of these blocks could be subdivisible or not subdivisible and, if not subdivisible, i.e. leaf, could be low or full rank. Each of these cases requires separate treatment to reduce the overall complexity of the operation.

Rigorous information on addition between hierarchical matrices, truncation with respect to a given accuracy, matrix-vector multiplication,
matrix-matrix multiplication and hierarchical inversion can be found in the works of Hackbusch\textsuperscript{20} and Grasedyck and Hackbusch,\textsuperscript{24} where some algorithms are also given and their arithmetic complexity is analysed. A collection of useful algorithms for practical implementation is given by Börm \textit{et al.}\textsuperscript{25} The hierarchical LU decomposition, based on the previous arithmetic, is discussed by Bebendorf.\textsuperscript{23} The interested reader is referred to the mentioned works for analytic details. In the following sections, the basic algorithms are illustrated for the sake of completeness.

5.3.5.1. \textit{Addition}

The addition of two trees with the same structure is performed by adding the leaves of the two trees in full or low rank format. Such an operation preserves the structure of the two added matrices and the result is then a hierarchical matrix with the same structure. The addition of the two trees (or branches) $H_1$ and $H_2$ is denoted sometimes by $H = H_1 \oplus H_2$.

The addition of two full rank blocks is performed by simply adding the two blocks in full matrix format. On the other hand, the addition of two low rank leaves, is given by

$$M_1 + M_2 = A_1 \cdot B_1^T + A_2 \cdot B_2^T = [A_1, A_2] \cdot [B_1, B_2]^T$$

(5.12)

As is evident, the block resulting from the exact addition in low rank format has a higher rank with respect to the two added blocks. To maintain the advantages given by the low rank representation, an SVD truncation to the set accuracy is eventually performed on the resulting block. The importance of this truncation will appear more clearly when the multiplication is discussed.

5.3.5.2. \textit{Multiplication}

The hierarchical multiplication is performed between dimensionally compatible hierarchical matrices or blocks with the same or different structure. According to the literature on the subject,\textsuperscript{24,25} the multiplication between the two trees (or sub-trees) $H_1$ and $H_2$ is denoted sometimes by $H = H_1 \odot H_2$. It is worth saying that the hierarchical multiplication and its implementation are noticeably more involved than the hierarchical addition. Such complexity is a consequence of the many different cases that must be taken into account. Let $A$ and $B$ be the two dimensionally compatible blocks to be multiplied. Besides the two factors, the so-called target matrix...
T and its structure must also be taken into account. Three main cases are possible:

(i) The two factors and the target matrix are subdivided. In this case, the following recursion is invoked

\[
\begin{pmatrix}
    A_{11} & A_{12} \\
    A_{21} & A_{22}
\end{pmatrix}
\begin{pmatrix}
    B_{11} & B_{12} \\
    B_{21} & B_{22}
\end{pmatrix}
= 
\begin{pmatrix}
    A_{11}B_{11} + A_{12}B_{21} & A_{11}B_{12} + A_{12}B_{22} \\
    A_{21}B_{11} + A_{22}B_{21} & A_{21}B_{12} + A_{22}B_{22}
\end{pmatrix}
\]  

(5.13)

where also the addition in low rank format is called (note that all the additions and multiplications are intended in hierarchical format, although we used the standard operation symbols instead of ⊕ and ⊙ for brevity). From these equations, the importance of defining a target matrix is clear. The entire operation is performed by multiplying blocks and subsequently adding the result to the right target block. It is to be noted that the compatibility between the dimensions of the two factors to be multiplied and those of the target matrix plays a crucial role and must then be taken carefully into account when implementing the relative algorithms. Moreover, it becomes evident that the structure of the target block itself, i.e. if the target block is a leaf or is subdivided, is of primary importance in controlling the flow of the operation, as emerges in the following two cases.

(ii) At least one of the two factors is a leaf, i.e. is not subdivided. This case has several sub-cases. It could either happen that only one of the factors or both of them are leaves. Moreover the leaves can be low or full rank. Each of these circumstances deserves a separate implementation, but basically all these cases are dealt with by considering that if a leaf is full rank, its dimensions are bounded by \( n_{\text{min}} \), while if it is low rank, \( k \) itself is low. It is then convenient to compute the product block by taking into account that

\[
M_1M_2 = A_1B_1^TM_2 = A_1\tilde{B}_1^T \\
M_1M_2 = M_1A_2B_2^T = \tilde{A}_2B_2^T \\
M_1M_2 = A_1B_1^TA_2B_2^T = A_1\tilde{B}_1^T = \tilde{A}_2B_2^T
\]  

(5.14) (5.15) (5.16)

These represent the multiplication between a low rank and a full rank leaf and between two low rank leaves. The result block must then be split suitably and added to the target matrix. It is worthwhile
Fig. 5.6. Different cases occurring in hierarchical multiplication.

remembering that every addition in low rank format must be followed by a truncation needed to maintain the low rank of the resulting block. Skipping this passage could lead to an explosion of the average rank of the product matrix that would destroy the advantages of the low rank representation.

(iii) The target block is a leaf and the two factors are subdivided. In this case, the multiplication is performed in the sub-blocks and the result blocks are then expanded to the dimensions of the target, truncated and added to it. After every addition, a new truncation is performed.

The classification of the many different cases and the respective action is graphically illustrated in Fig. 5.6. It is to be noted that when a block is not subdivisible, it can be low or full rank.

5.3.5.3. LU decomposition

The hierarchical LU decomposition is based on the previously developed arithmetics. If a block $H$ is divisible, then its decomposition can be written as

$$
\begin{pmatrix}
H_{11} & H_{12} \\
H_{21} & H_{22}
\end{pmatrix} =
\begin{pmatrix}
L_{11} & 0 \\
L_{21} & L_{22}
\end{pmatrix}
\begin{pmatrix}
U_{11} & U_{12} \\
0 & U_{22}
\end{pmatrix}
$$

(5.17)

which turns into the following subproblems

$$
L_{11}U_{11} = H_{11}
$$

(5.18)

$$
L_{21}U_{12} = H_{12}
$$

(5.19)

$$
L_{21}U_{11} = H_{21}
$$

(5.20)

$$
L_{22}U_{22} = H_{22} - L_{21}U_{12}
$$

(5.21)

Equation 5.18 represents the LU decomposition of the first sub-block and can be tackled by the LAPACK subroutine dgetrf.f, if the block
is not further divisible. Otherwise, the scheme is reapplied recursively. Once $L_{11}$ and $U_{11}$ have been computed, equation 5.19 gives $U_{12}$, while equation 5.20 allows the calculation of $L_{21}$. In both cases, it is necessary to distinguish between different cases and apply different suitable schemes. Equation 5.21 can be tackled once the previous equations have been solved.

5.3.5.4. Inversion

Once the basic hierarchical arithmetics, i.e. the addition and the multiplication in hierarchical format, have been implemented, the algorithm for the hierarchical inversion is relatively straightforward. If $H$ is the matrix to be inverted, then

$$H^{-1} = \begin{pmatrix} H_{11}^{-1} + H_{11}^{-1}H_{12}S^{-1}H_{21}H_{11}^{-1} & -H_{11}^{-1}H_{12}S^{-1} \\ -S^{-1}H_{21}H_{11}^{-1} & S^{-1} \end{pmatrix}$$

(5.22)

where $S = H_{22} - H_{21}H_{11}^{-1}H_{12}$. It is to be noted that the order of the computations is important. Once $H_{11}^{-1}$ is obtained, it is possible to compute $S$ and then all the other factors. Moreover, the original matrix can be overwritten.

5.3.6. System solution

The solution of the system can be obtained either directly, through hierarchical matrix inversion, or indirectly, through iterative solvers that exploit the efficient matrix-vector product in low rank format. The iterative solvers can be used with or without preconditioners. When the condition number is high and slows down the convergence rate, as is often the case when dealing with BEM systems, a preconditioner can be computed taking full advantage of the representation in hierarchical format. If $Ax = b$ is the system to be solved, then a left preconditioner is an easily invertible matrix $P$, such that the condition number of the system $P^{-1}Ax = P^{-1}b$ is lower than the original one, thus improving the convergence rate of the iterative solver.

The hierarchical representation offers the opportunity to naturally build an effective preconditioner. A coarse preconditioner can be obtained by first generating a coarse approximation $A(\varepsilon_p)$ of the original collocation matrix $A(\varepsilon_c)$, where the relationship $\varepsilon_p > \varepsilon_c$ holds and where $\varepsilon$ denotes the set accuracy for hierarchical representation. This coarse
approximation, with reduced memory storage, can then be decomposed through the hierarchical \( LU \) decomposition to give the preconditioner \( P \). The resulting system

\[
(LU)^{-1}Ax = (LU)^{-1}b
\]  

(5.23)

has a lower condition number and the convergence rate of iterative solvers is noticeably improved. It should be noted that in equation (5.23) there is no need to compute the matrix product \( (LU)^{-1}A \), as it is more efficient to directly use the forward and backward substitution for the inversion of the matrix \( LU \) in iterative solution schemes. Backward and forward substitutions take full advantage of the hierarchical matrix-vector multiplication and this is the reason why the preconditioner is \( LU \) decomposed.

In this work, the GMRES\(^{11} \) with a coarse hierarchical left preconditioner has been used as a solver.

5.3.7. Some details about code implementation

In this work, subroutines and functions for the treatment of hierarchical matrices have been implemented in FORTRAN 90. Different modules have been implemented to deal with the diverse tasks involved in the hierarchical treatment of the boundary element elastostatic problems. The basic module \texttt{Hdata} implements all the needed data structures; the module \texttt{Htree} contains all the procedures that build the cluster and block trees starting from the boundary information; the module \texttt{Hsetup} implements all the subroutines that set up the hierarchical matrix computing low and full rank blocks, also forcing the boundary conditions; the module \texttt{Hblocks} implements all the procedures that work on single blocks, like the full and reduced SVD; finally, the module \texttt{Harithmetics} implements the arithmetics on the trees (addition, multiplication, \( LU \) decomposition and inversion).

The basic data structure is called \texttt{BlockNode} (Fig. 5.7) and it allows the natural treatment of either the full or low rank blocks of the hierarchical matrix.

The field \texttt{IndexSet} identifies the position of the block in the full matrix, identifying rows and columns on the basis of a previously defined index partition; the field \texttt{Identifier} can be assigned three different values that allow one to establish the nature of the block and specifically if the block is a leaf or not and, in the case it is a leaf, if it is a low or full rank block;
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TYPE BlockNode
  INTEGER, DIMENSION(6) :: IndexSet
  INTEGER :: Identifier
  INTEGER :: Rank
  TYPE(BlockNode), POINTER :: parent
  TYPE(BlockNode), POINTER :: son11
  TYPE(BlockNode), POINTER :: son12
  TYPE(BlockNode), POINTER :: son21
  TYPE(BlockNode), POINTER :: son22
  TYPE(vector), POINTER :: HeadColumns
  TYPE(vector), POINTER :: TailColumns
  TYPE(vector), POINTER :: HeadRows
  TYPE(vector), POINTER :: TailRows
  DOUBLE PRECISION, DIMENSION(:,,:), POINTER :: FBL
END TYPE BlockNode

Fig. 5.7. Basic data structure for hierarchical matrices.

the pointers parent, son11, son12, son21 and son22 are needed to build and maintain the structure of the quaternary hierarchical tree. It is worth stressing again that some operations, like the coarsening of the block tree, rely on the possibility of moving through the tree in both directions, i.e. from root to leaves and from leaves to root.

If the block is a leaf, on the basis of the value taken by Identifier, the suitable data structure is allocated to store the information. If the block is full rank, then the array FBL (full rank block) is allocated, its dimension being inferred by IndexSet. On the other end, if the block is low rank, then the pointers HeadColumns, TailColumns, HeadRows and TailRows are associated: they point to the head and tail of two different lists of vectors collecting, respectively, the columns and rows of the low rank representation.

5.4. Numerical Experiments

In this section, results obtained by applying the fast hierarchical BEM are presented. Both isotropic and anisotropic problems are analysed and the performance of the developed scheme is assessed. The computations involving isotropic material structures have been performed using an Intel® Core™ 2 Duo Processor T5500 (1.66 GHz) and 2 GB of RAM. The tests involving anisotropic materials have been performed on an Intel® Core™ 2 Duo Processor T9300 (2.5 GHz) and 2 GB of RAM.
5.4.1. Uncracked isotropic elastic bracket

A mechanical element, Fig. 5.8, is first analysed to obtain some insight into the structure of the hierarchical collocation matrix for structures without cracks. The mechanical bracket has the two central cylinders clamped and is anti-symmetrically loaded at the holes in such a way that the resulting load is a moment lying along the central axis. A mesh with 1,032 elements and 3,094 nodes has been considered. The standard method required 350 seconds for the generation of the collocation matrix and 1,484 seconds for the solution of the system through Gauss elimination. These times have been compared with the related times required by the fast method to obtain both the assembly speed-up ratio and the solution speed-up ratio at different parameter settings. In all the following tables, the speed-up ratio is defined as

$$\text{Speed-up ratio} = \frac{\text{Hierarchical time}}{\text{Standard time}}$$

where the times are those required by the standard and hierarchical schemes to assemble the matrix or solve the system. In particular, the standard assembly time has been compared with the time needed for the ACA generation of the collocation matrix, while the standard solution time has been compared with the fast solution time, which is comprised of the collocation matrix compression and coarsening time, the preconditioner generation, coarsening and LU decomposition time and the GMRES iteration time.

A first set of analyses has been performed to investigate the effect of the preconditioner accuracy on the convergence of the iterative solution. For this purpose, the accuracy of the collocation matrix has been set to $\varepsilon_c = 10^{-5}$, the admissibility parameter has been chosen as $\eta = \sqrt{2}$ and the minimal block size has been set to $n_{\text{min}} = 36$. The GMRES relative accuracy is $10^{-8}$.

With these settings, the hierarchical collocation matrix is stored using only 35.61% (after coarsening) of the memory required for the allocation.
of the original matrix. The matrix is generated through ACA in 198 seconds, i.e. 57% of the standard assembly time, and it is recompressed and coarsened in 216 seconds. It may be of interest to mention that, in this specific application, 60% of the collocation matrix has been generated through ACA in 55 seconds (28% of the hierarchical assembly time). The remaining 40% of the collocation matrix is in full rank format and its evaluation requires the remaining 72% of the hierarchical assembly time, mainly due to the computation of the singular integrals whose evaluation is needed to populate such blocks. The approximate solution accuracy is \( \| x - \tilde{x} \|_{L^2} / \| x \|_{L^2} = 2.9 \times 10^{-4} \). Both the collocation matrix coarsening time and the solution accuracy are independent of the preconditioner accuracy. The GMRES converges towards the same approximate solution, whose accuracy depends only on the accuracy of \( \tilde{A} \) (the collocation matrix) and \( \tilde{b} \) (the right-hand side).

Table 5.1 reports the storage memory needed to store the preconditioner, expressed as a percentage of the full collocation matrix, the time required to set up and decompose the preconditioner, the time and the number of iterations required by the GMRES to converge and, finally, the solution speed-up ratio, defined as the ratio between the fast solution time and the standard solution time. Times are expressed in seconds. It is interesting to note that the time required to set up the preconditioner and for its \( LU \) decomposition grows when the preconditioner required accuracy

<table>
<thead>
<tr>
<th>( \varepsilon_p )</th>
<th>Storage</th>
<th>Setup (s)</th>
<th>LU (s)</th>
<th>GMRES (s)</th>
<th>Iterations</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>No Prec.</td>
<td>0.00%</td>
<td>0.0</td>
<td>0.0</td>
<td>3,470.8(^a)</td>
<td>5,000(^a)</td>
<td>2.49(^a)</td>
</tr>
<tr>
<td>5 \cdot 10^{-1}</td>
<td>1.45%</td>
<td>23.9</td>
<td>12.7</td>
<td>3,906.0(^c)</td>
<td>5,000(^c)</td>
<td>2.80(^c)</td>
</tr>
<tr>
<td>1 \cdot 10^{-1}</td>
<td>4.95%</td>
<td>28.4</td>
<td>45.5</td>
<td>10.0</td>
<td>29</td>
<td>0.19</td>
</tr>
<tr>
<td>5 \cdot 10^{-2}</td>
<td>6.54%</td>
<td>31.5</td>
<td>63.2</td>
<td>8.7</td>
<td>25</td>
<td>0.21</td>
</tr>
<tr>
<td>1 \cdot 10^{-2}</td>
<td>10.99%</td>
<td>47.3</td>
<td>117.7</td>
<td>4.0</td>
<td>10</td>
<td>0.25</td>
</tr>
<tr>
<td>5 \cdot 10^{-3}</td>
<td>12.62%</td>
<td>58.5</td>
<td>153.2</td>
<td>3.9</td>
<td>9</td>
<td>0.28</td>
</tr>
<tr>
<td>1 \cdot 10^{-3}</td>
<td>17.31%</td>
<td>82.1</td>
<td>252.6</td>
<td>3.0</td>
<td>6</td>
<td>0.36</td>
</tr>
<tr>
<td>5 \cdot 10^{-4}</td>
<td>19.98%</td>
<td>90.8</td>
<td>303.4</td>
<td>2.6</td>
<td>5</td>
<td>0.40</td>
</tr>
<tr>
<td>1 \cdot 10^{-4}</td>
<td>25.20%</td>
<td>104.2</td>
<td>476.7</td>
<td>2.5</td>
<td>4</td>
<td>0.53</td>
</tr>
<tr>
<td>5 \cdot 10^{-5}</td>
<td>27.89%</td>
<td>97.9</td>
<td>586.2</td>
<td>2.1</td>
<td>3</td>
<td>0.60</td>
</tr>
<tr>
<td>1 \cdot 10^{-5}</td>
<td>35.61%</td>
<td>314(^d)</td>
<td>988.2</td>
<td>2.3</td>
<td>3</td>
<td>0.81</td>
</tr>
</tbody>
</table>

\(^a\)Reached GMRES relative accuracy: \( 3.0 \times 10^{-6} \) (no convergence).
\(^b\)GMRES relative accuracy: \( 3.0 \cdot 10^{-4} \).
\(^c\)GMRES relative accuracy: \( 6.1 \cdot 10^{-8} \).
\(^d\)Only the time for copying the collocation matrix.
grows (as \( \varepsilon_p \) becomes smaller the required accuracy increases). On the other hand, quite naturally, the number of GMRES iterations and the iterative solution time decrease when \( \varepsilon_p \) decreases. In the extreme case of the preconditioner retaining the same accuracy as that of the collocation matrix, the preconditioner \( LU \) decomposition can be used for a direct solution. It is worth noting, however, that a very coarse preconditioner \( (\varepsilon_p = 10^{-1}) \) provides the fastest solution, as is evident from the reported solution speed-up ratios, while both the unpreconditioned GMRES and the Jacobi preconditioned GMRES fail to converge.

Figure 5.9 shows the block-wise structure of the collocation matrix as generated by ACA, the coarsened collocation matrix and the structure of the coarsest effective preconditioner \( (\varepsilon_p = 10^{-1}) \). The number of blocks obtained for the selected minimal block size goes from 3,547 in the ACA generated matrix to 2,545 in the coarsened matrix, while the preconditioner counts 1,063 blocks.

Every block is filled with a tone of grey proportional to the ratio between the memory required for low rank representation and the memory in full rank format. Full rank blocks are black while almost white blocks are those for which the numerical compression works better. It is worth noting the reduction in the number of blocks obtained going from the ACA-generated matrix to the coarsened matrix. The big difference in the number of blocks is due to the suboptimal choice of the admissibility parameter \( \eta \), as will be discussed soon. It is also worthwhile to remember that the required memory is not that for storing the ACA-generated matrix, but it is that, lower, required for storing the coarsened matrix. Here, the two different compressions are shown to illustrate the mechanism of coarsening, but the operation can be performed recursively while populating the blocks.
Table 5.2. Influence of the prescribed accuracy for the collocation matrix on storage and speed-up ratios.

<table>
<thead>
<tr>
<th>$\varepsilon_c$</th>
<th>Stor. A</th>
<th>Stor. B</th>
<th>Assembly</th>
<th>Speed-up</th>
<th>Sol.</th>
<th>Speed-up $\frac{|x-\tilde{x}|<em>{L^2}}{|x|</em>{L^2}}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$10^{-6}$</td>
<td>57.49%</td>
<td>45.59%</td>
<td>218.3</td>
<td>0.62</td>
<td>319.1</td>
<td>0.21 $6.0 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$10^{-5}$</td>
<td>53.62%</td>
<td>35.61%</td>
<td>197.6</td>
<td>0.57</td>
<td>300.2</td>
<td>0.20 $2.9 \cdot 10^{-4}$</td>
</tr>
<tr>
<td>$10^{-4}$</td>
<td>50.09%</td>
<td>25.17%</td>
<td>180.5</td>
<td>0.52</td>
<td>269.6</td>
<td>0.18 $5.6 \cdot 10^{-3}$</td>
</tr>
<tr>
<td>$10^{-3}$</td>
<td>47.15%</td>
<td>17.28%</td>
<td>169.0</td>
<td>0.48</td>
<td>269.6</td>
<td>0.14 $3.4 \cdot 10^{-2}$</td>
</tr>
<tr>
<td>$10^{-2}$</td>
<td>44.17%</td>
<td>10.56%</td>
<td>159.1</td>
<td>0.45</td>
<td>150.8</td>
<td>0.10 $1.6 \cdot 10^{-1}$</td>
</tr>
</tbody>
</table>

Table 5.2 reports on memory requirements before and after coarsening, assembly time and assembly speed-up ratio, solution time (compression and coarsening, preconditioner generation and $LU$ decomposition, GMRES) and solution speed-up ratio and the accuracy of the solution for different values of the collocation matrix prescribed accuracy. The tests have been performed by setting $\varepsilon_p = 1.0 \cdot 10^{-1}$ and $\eta = \sqrt{2}$. Memory requirements, assembly times and solution times decrease when the preset accuracy decreases as the average rank of the approximation is reduced. However, reducing the requested accuracy obviously also reduces the approximation quality of the final solution. From an engineering point of view, the selection of a suitable criterion for selecting the collocation matrix accuracy is of fundamental importance. Note that the $L^2$ norm used in Table 5.2 does not give insight into the quality of the approximation for engineering purposes. A node by node check of the solution has confirmed, however, that, for a selected accuracy $\varepsilon_c = 1.0 \times 10^{-5}$, the average errors are to the order of $0.1 \div 1.0\%$. Bigger percentage errors can occur for degrees of freedom whose standard solution values are smaller than the requested accuracy. This consideration suggests that it is advisable to set the accuracy at the same order of magnitude as that of the smaller quantities of interest in the analysis.

Table 5.3 reports the memory storage before and after coarsening, the number of blocks before and after coarsening, the assembly time and

Table 5.3. Influence of the admissibility parameter.

<table>
<thead>
<tr>
<th>$\eta$</th>
<th>Stor. A</th>
<th>Stor. B</th>
<th>N. of blocks</th>
<th>Assembly</th>
<th>Speed-up</th>
<th>Coars.</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sqrt{2}$</td>
<td>53.62%</td>
<td>35.61%</td>
<td>3,547 - 2,545</td>
<td>197.6</td>
<td>0.57</td>
<td>216.2</td>
<td>0.20</td>
</tr>
<tr>
<td>3</td>
<td>45.04%</td>
<td>34.61%</td>
<td>2,581 - 2,284</td>
<td>209.2</td>
<td>0.60</td>
<td>117.5</td>
<td>0.13</td>
</tr>
<tr>
<td>4</td>
<td>43.73%</td>
<td>34.17%</td>
<td>2,341 - 2,152</td>
<td>218.3</td>
<td>0.62</td>
<td>98.9</td>
<td>0.12</td>
</tr>
<tr>
<td>5</td>
<td>43.52%</td>
<td>33.63%</td>
<td>2,257 - 2,044</td>
<td>220.5</td>
<td>0.63</td>
<td>111.2</td>
<td>0.13</td>
</tr>
</tbody>
</table>
assembly speed-up ratio, the coarsening time and the solution speed-up ratio at different values of the admissibility parameter. The other parameters have been set to $\varepsilon_c = 10^{-5}$ and $\varepsilon_p = 10^{-1}$. The time for generating and manipulating the preconditioner is independent of $\eta$. On the contrary, the time required for coarsening the matrix strongly depends on it. The choice of $\eta$ directly affects the quality of the ACA-generated matrix and a good choice results in a matrix closer to the optimal matrix produced by the coarsening procedure, as can also be noted from the reduction in the number of blocks. This is the reason for the influence on the coarsening time. Note that the matrices obtained after coarsening require almost the same memory, regardless of the initial ACA-generated matrix storage: the coarsening produces an almost optimal hierarchical matrix, reducing the differences related to the choice of $\eta$. However, though a larger part of the matrix is generated through ACA, which should lead to a reduction in the assembly time, the average rank of the approximation increases, as the new admissible blocks converge more slowly to the preset accuracy. This aspect may have a negative effect on the assembly time, but that is balanced by a more relevant reduction in the solution time. Figure 5.10 shows the structure of the ACA matrix for two different values of $\eta$. It is evident that for the $\eta = 4$ value more blocks become admissible than for the $\eta = \sqrt{2}$ value.

5.4.2. Embedded crack in isotropic bar

A second configuration, a cylinder with an embedded crack, is considered (see Fig. 5.11). The cylinder is subjected to uniaxial stress acting on the two bases, so as to produce a mode I crack load.

![Fig. 5.10. Block-wise structure of the ACA matrix for $\eta = \sqrt{2}$ and $\eta = 4$.](image-url)
A mesh with 800 elements and 3,652 nodes is considered. The standard technique requires 805 seconds to assemble the collocation matrix and 2,394 seconds to solve the system. It is worth noting that the numerical integration of the singular, strongly singular and hypersingular kernels occurring during the assembly of the collocation matrix requires, in this case, 60% of the standard integration time. Since singular integrals occur near the diagonal blocks, which are full rank in the hierarchical representation, this percentage represents the lower bound for the hierarchical assembly time.

First, a parametric analysis on the influence of the preconditioner accuracy is performed, as in the previous case. For this first set of computations, the collocation matrix accuracy is set to $\varepsilon_c = 10^{-5}$, the admissibility parameter is $\eta = 6$, while $n_{\min} = 36$. With these parameters, the collocation matrix is generated in 689 seconds, i.e. 85% of the standard assembly time, it is compressed and coarsened in 168 seconds and is stored using 23.70% of the original space. The accuracy of the final solution is $\|x - \tilde{x}\|_{L^2}/\|x\|_{L^2} = 1.2 \times 10^{-4}$, which is very good in terms of point by point accuracy. Table 5.4 reports the preconditioner storage, the preconditioner setup and $LU$ decomposition times (in seconds), the GMRES solution time, the number of GMRES iterations and the solution speed-up ratio.

Again, it can be observed that the required memory, the setup time and the $LU$ decomposition time grow as the required preconditioner accuracy grows. On the contrary, the number of GMRES iterations, and the GMRES time as consequence, decrease as the accuracy grows. Moreover, it is important to note that the best speed-up ratio is obtained with the coarsest
preconditioner ($\varepsilon_p = 1.0$), while a fine preconditioner could be used as a direct solver. Finally, the construction of the hierarchical preconditioner is actually necessary, as the unpreconditioned GMRES as well as the Jacobi preconditioned GMRES fail to converge.

The influence of the admissibility parameter has been investigated and the results are reported in Table 5.5. The analysis is performed setting $\varepsilon_c = 10^{-5}$ and $\varepsilon_p = 1.0$. The same considerations as in the previous case hold.

Finally, three different meshes are analysed to obtain some insight into the behaviour of the solver at varying numbers of degrees of freedom. The first mesh has 66 elements and 400 nodes, the second 300 elements and 1,352 nodes and the third uses 800 elements and 3,652 nodes. The settings are $\varepsilon_c = 10^{-5}$, $\varepsilon_p = 1.0$, $\eta = 6$. Table 5.6 reports the results obtained for the three different meshes in terms of memory ratio, assembly speed-up ratio, solution speed-up ratio and number of GMRES iterations. Also, the times for standard assembly and standard solution are reported.
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Table 5.6. Memory savings and speed-up ratios.

<table>
<thead>
<tr>
<th>Elem. Nodes</th>
<th>Storage</th>
<th>St. Ass.</th>
<th>Speed-up St. Sol.</th>
<th>Speed-Up</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>66</td>
<td>400</td>
<td>69.78%</td>
<td>79.4</td>
<td>3.2</td>
<td>1.23</td>
</tr>
<tr>
<td>300</td>
<td>1,352</td>
<td>40.74%</td>
<td>215.5</td>
<td>122.8</td>
<td>0.28</td>
</tr>
<tr>
<td>800</td>
<td>3,652</td>
<td>23.70%</td>
<td>805.5</td>
<td>2,398.8</td>
<td>0.12</td>
</tr>
</tbody>
</table>

Fig. 5.12. Comparison between standard and fast DBEM.

and are expressed in seconds. It appears evident that the advantages of the described technique become more relevant with larger meshes. While memory savings are always obtained also for coarse meshes, the assembly and solution speed-up ratios are less than one only beyond certain threshold, under which the direct solver performs better.

Figure 5.12 shows the comparison in terms of required memory and solution time between standard and fast DBEM. It is worth noting the almost linear behaviour of the fast DBEM with respect to the number of degrees of freedom.

Figure 5.13 shows the block-wise structure of the collocation matrix for the finest mesh as generated by ACA, the coarsened collocation matrix and the structure of the preconditioner. The number of blocks goes from 3,643 in the ACA generated matrix to 2,338 in the coarsened matrix and 430 blocks in the preconditioner. It is interesting to point out how the low rank blocks corresponding to collocation on the boundary and integration on the crack and vice-versa are clearly distinguishable. The geometry and mesh features have a numerical counterpart in the block-wise structure of the hierarchical matrices.
5.4.3. Embedded crack in anisotropic bar

The performance of the fast hierarchical DBEM has also been tested for anisotropic crack problems, to assess the applicability of the proposed scheme to such class of problems and to evaluate the sensitivity of the method to different materials. The configuration shown in Fig. 5.14 has been analysed (three sample meshes are depicted).

The prismatic bar is subjected to an opening load acting on the bases and different uniformly refined meshes are considered for analysing the performances of the solver at varying degrees of freedom.

Three different materials are analysed. The considered material properties are listed in Table 5.7. It is worth noting that, in the following reported results, the isotropic material configurations have been analysed...
Table 5.7. Material properties [GPa].

<table>
<thead>
<tr>
<th></th>
<th>C₁₁</th>
<th>C₁₂</th>
<th>C₁₃</th>
<th>C₁₄</th>
<th>C₂₂</th>
<th>C₂₃</th>
<th>C₂₄</th>
<th>C₃₃</th>
<th>C₄₄</th>
<th>C₅₅</th>
<th>C₅₆</th>
<th>C₆₆</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum Polycrystal (isotropic)</td>
<td>111</td>
<td>61</td>
<td>61</td>
<td>0</td>
<td>111</td>
<td>61</td>
<td>0</td>
<td>25</td>
<td>25</td>
<td>0</td>
<td>25</td>
<td></td>
</tr>
<tr>
<td>Barium sodium niobate (orthorhombic)</td>
<td>239</td>
<td>104</td>
<td>50</td>
<td>0</td>
<td>247</td>
<td>52</td>
<td>0</td>
<td>135</td>
<td>65</td>
<td>66</td>
<td>0</td>
<td>76</td>
</tr>
<tr>
<td>Sapphire (trigonal)</td>
<td>494</td>
<td>158</td>
<td>114</td>
<td>–23</td>
<td>494</td>
<td>114</td>
<td>23</td>
<td>496</td>
<td>145</td>
<td>145</td>
<td>–23</td>
<td>168</td>
</tr>
</tbody>
</table>

NB: All the non-reported constants are zero.

Table 5.8. Influence of the admissibility parameter.

<table>
<thead>
<tr>
<th>η</th>
<th>Stor. A</th>
<th>Stor. B</th>
<th>Blocks</th>
<th>A. Speed-up</th>
<th>Coarsening</th>
<th>S. Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum Polycrystal (isotropic)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>53.0 %</td>
<td>31.7%</td>
<td>3.757 - 1,951</td>
<td>0.81</td>
<td>92.4</td>
<td>0.19</td>
</tr>
<tr>
<td>2</td>
<td>45.8 %</td>
<td>31.7%</td>
<td>3.013 - 1,951</td>
<td>0.81</td>
<td>66.8</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>41.6 %</td>
<td>31.6%</td>
<td>2.347 - 1,906</td>
<td>0.89</td>
<td>47.6</td>
<td>0.12</td>
</tr>
<tr>
<td>6</td>
<td>41.6 %</td>
<td>31.5%</td>
<td>2.305 - 1,867</td>
<td>0.90</td>
<td>48.0</td>
<td>0.12</td>
</tr>
<tr>
<td>8</td>
<td>41.5 %</td>
<td>31.5%</td>
<td>2.287 - 1,849</td>
<td>0.90</td>
<td>48.0</td>
<td>0.12</td>
</tr>
<tr>
<td>Barium sodium niobate (orthorhombic)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>52.9 %</td>
<td>31.9%</td>
<td>3.757 - 1,978</td>
<td>0.79</td>
<td>90.8</td>
<td>0.18</td>
</tr>
<tr>
<td>2</td>
<td>45.5 %</td>
<td>31.9%</td>
<td>3.013 - 1,978</td>
<td>0.79</td>
<td>66.0</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>41.2 %</td>
<td>31.8%</td>
<td>2.347 - 1,936</td>
<td>0.87</td>
<td>47.3</td>
<td>0.12</td>
</tr>
<tr>
<td>6</td>
<td>41.2 %</td>
<td>31.8%</td>
<td>2.305 - 1,900</td>
<td>0.87</td>
<td>47.1</td>
<td>0.12</td>
</tr>
<tr>
<td>8</td>
<td>41.1 %</td>
<td>31.8%</td>
<td>2.287 - 1,882</td>
<td>0.88</td>
<td>47.2</td>
<td>0.12</td>
</tr>
<tr>
<td>Sapphire (trigonal)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>1</td>
<td>53.5 %</td>
<td>33.8%</td>
<td>3.757 - 2,152</td>
<td>0.82</td>
<td>99.5</td>
<td>0.19</td>
</tr>
<tr>
<td>2</td>
<td>46.4 %</td>
<td>33.8%</td>
<td>3.013 - 2,146</td>
<td>0.83</td>
<td>65.8</td>
<td>0.15</td>
</tr>
<tr>
<td>4</td>
<td>42.5 %</td>
<td>33.5%</td>
<td>2.347 - 2,035</td>
<td>0.91</td>
<td>47.8</td>
<td>0.12</td>
</tr>
<tr>
<td>6</td>
<td>42.5 %</td>
<td>33.5%</td>
<td>2.305 - 1,999</td>
<td>0.92</td>
<td>47.8</td>
<td>0.12</td>
</tr>
<tr>
<td>8</td>
<td>42.5 %</td>
<td>33.4%</td>
<td>2.287 - 1,981</td>
<td>0.93</td>
<td>47.6</td>
<td>0.12</td>
</tr>
</tbody>
</table>

for uniformity by using the numerical scheme for anisotropy described in Appendix B. The studies on the influence of the admissibility parameter, the collocation matrix accuracy and the preconditioner accuracy have been performed on a mesh with 720 elements and 2,522 nodes.

Table 5.8 reports the influence of the admissibility parameter for the three materials. The analysis is performed setting εₐ = 10⁻⁵ and εₚ = 10⁻¹. The minimal block size has been set to nₘᵢₙₜ = 36 and the GMRES relative accuracy is 10⁻⁸. The same considerations as those reported for isotropic materials apply and no noticeable sensitivity with respect to the degree of
anisotropy is shown. In particular, it is apparent that some values of the admissibility parameter originate almost optimal block trees, thus reducing the coarsening time.

Table 5.9 reports storage and times for different preconditioner accuracies. For this purpose, the accuracy of the collocation matrix has been set to $\varepsilon_c = 10^{-5}$, the admissibility parameter has been chosen as $\eta = 4$ and the minimal block size has been set to $n_{\text{min}} = 36$. The GMRES relative accuracy is $10^{-8}$. As can be observed, the coarsest preconditioners provide faster solutions. Also for the anisotropic case, it is shown that preconditioning is needed and both unpreconditioned systems and Jacobi preconditioned systems fail to converge within the maximum number of iterations chosen. The preconditioner setup time increases at increasing requested accuracies, while the number of GMRES iterations decreases. It is worth highlighting once again that more accurate preconditioners are

<table>
<thead>
<tr>
<th>$\varepsilon_p$</th>
<th>Storage (s)</th>
<th>Setup (s)</th>
<th>LU (s)</th>
<th>GMRES (s)</th>
<th>Iterations</th>
<th>Speed-up</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Aluminum Polycrystal (isotropic)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Prec.</td>
<td>0.0%</td>
<td>0.0</td>
<td>0.0</td>
<td>828.6$^a$</td>
<td>3,000$^a$</td>
<td>1.27$^a$</td>
</tr>
<tr>
<td>Jacobs</td>
<td>0.0%</td>
<td>0.0</td>
<td>0.0</td>
<td>750.3$^b$</td>
<td>3,000$^a$</td>
<td>1.23$^a$</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-6}$</td>
<td>1.2%</td>
<td>6.0</td>
<td>0.1</td>
<td>23.8</td>
<td>188</td>
<td>0.12</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-4}$</td>
<td>5.3%</td>
<td>6.9</td>
<td>17.5</td>
<td>3.4</td>
<td>23</td>
<td>0.12</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-2}$</td>
<td>10.3%</td>
<td>11.9</td>
<td>35.6</td>
<td>2.2</td>
<td>13</td>
<td>0.15</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-4}$</td>
<td>22.4%</td>
<td>32.2</td>
<td>123.4</td>
<td>1.0</td>
<td>4</td>
<td>0.31</td>
</tr>
<tr>
<td><strong>Barium sodium niobate (orthorhombic)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Prec.</td>
<td>0.00%</td>
<td>0.0</td>
<td>0.0</td>
<td>803.2$^a$</td>
<td>3,000$^a$</td>
<td>1.31$^a$</td>
</tr>
<tr>
<td>Jacobs</td>
<td>0.00%</td>
<td>0.0</td>
<td>0.0</td>
<td>764.3$^a$</td>
<td>3,000$^a$</td>
<td>1.25$^a$</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-6}$</td>
<td>1.2%</td>
<td>6.9</td>
<td>0.1</td>
<td>37.2</td>
<td>260</td>
<td>0.14</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-4}$</td>
<td>5.6%</td>
<td>7.5</td>
<td>17.8</td>
<td>3.6</td>
<td>24</td>
<td>0.12</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-2}$</td>
<td>10.4%</td>
<td>12.0</td>
<td>35.4</td>
<td>2.9</td>
<td>17</td>
<td>0.15</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-4}$</td>
<td>16.0%</td>
<td>25.1</td>
<td>67.9</td>
<td>1.1</td>
<td>5</td>
<td>0.22</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-4}$</td>
<td>22.7%</td>
<td>33.3</td>
<td>125.7</td>
<td>0.8</td>
<td>3</td>
<td>0.32</td>
</tr>
<tr>
<td><strong>Sapphire (trigonal)</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>No Prec.</td>
<td>0.00%</td>
<td>0.0</td>
<td>0.0</td>
<td>825.1$^a$</td>
<td>3,000$^a$</td>
<td>1.37$^a$</td>
</tr>
<tr>
<td>Jacobs</td>
<td>0.00%</td>
<td>0.0</td>
<td>0.0</td>
<td>800.0$^a$</td>
<td>3,000$^a$</td>
<td>1.33$^a$</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-6}$</td>
<td>1.2%</td>
<td>7.2</td>
<td>0.1</td>
<td>35.3</td>
<td>236</td>
<td>0.14</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-4}$</td>
<td>5.6%</td>
<td>8.2</td>
<td>16.3</td>
<td>4.2</td>
<td>26</td>
<td>0.12</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-2}$</td>
<td>10.6%</td>
<td>13.0</td>
<td>40.8</td>
<td>2.0</td>
<td>11</td>
<td>0.16</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-4}$</td>
<td>16.6%</td>
<td>27.8</td>
<td>72.5</td>
<td>1.1</td>
<td>5</td>
<td>0.23</td>
</tr>
<tr>
<td>1 $\cdot$ 10$^{-4}$</td>
<td>24.2%</td>
<td>24.8</td>
<td>120.3</td>
<td>1.1</td>
<td>4</td>
<td>0.30</td>
</tr>
</tbody>
</table>

$^a$No convergence reached.
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Table 5.10. Memory savings and speed-up ratios.

<table>
<thead>
<tr>
<th>Elem. Nodes</th>
<th>Storage</th>
<th>St. Ass.</th>
<th>Speed-up</th>
<th>St. Sol.</th>
<th>Speed-up</th>
<th>Iterations</th>
</tr>
</thead>
<tbody>
<tr>
<td>Aluminum Polycrystal (isotropic)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>1,122</td>
<td>49.5%</td>
<td>39.9</td>
<td>1.09</td>
<td>56.0</td>
<td>0.30</td>
</tr>
<tr>
<td>500</td>
<td>1,752</td>
<td>41.2%</td>
<td>79.1</td>
<td>1.01</td>
<td>213.1</td>
<td>0.17</td>
</tr>
<tr>
<td>720</td>
<td>2,522</td>
<td>31.6%</td>
<td>149.0</td>
<td>0.89</td>
<td>638.3</td>
<td>0.12</td>
</tr>
<tr>
<td>980</td>
<td>3,432</td>
<td>25.4%</td>
<td>283.7</td>
<td>0.71</td>
<td>1,606.4</td>
<td>0.12</td>
</tr>
<tr>
<td>1,280</td>
<td>4,482</td>
<td>20.0%</td>
<td>515.0</td>
<td>0.61</td>
<td>3,582.6</td>
<td>0.09</td>
</tr>
<tr>
<td>Barium sodium niobate (orthorhombic)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>1,122</td>
<td>49.5%</td>
<td>39.9</td>
<td>1.08</td>
<td>56.2</td>
<td>0.30</td>
</tr>
<tr>
<td>500</td>
<td>1,752</td>
<td>41.3%</td>
<td>79.0</td>
<td>1.01</td>
<td>213.3</td>
<td>0.18</td>
</tr>
<tr>
<td>720</td>
<td>2,522</td>
<td>31.9%</td>
<td>152.1</td>
<td>0.87</td>
<td>647.3</td>
<td>0.12</td>
</tr>
<tr>
<td>980</td>
<td>3,432</td>
<td>26.0%</td>
<td>284.7</td>
<td>0.70</td>
<td>1,674.1</td>
<td>0.11</td>
</tr>
<tr>
<td>1,280</td>
<td>4,482</td>
<td>20.5%</td>
<td>518.2</td>
<td>0.59</td>
<td>3,633.2</td>
<td>0.08</td>
</tr>
<tr>
<td>Sapphire (trigonal)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>320</td>
<td>1,122</td>
<td>50.8%</td>
<td>39.8</td>
<td>1.11</td>
<td>55.9</td>
<td>0.31</td>
</tr>
<tr>
<td>500</td>
<td>1,752</td>
<td>43.1%</td>
<td>79.3</td>
<td>1.02</td>
<td>214.0</td>
<td>0.17</td>
</tr>
<tr>
<td>720</td>
<td>2,522</td>
<td>33.5%</td>
<td>149.0</td>
<td>0.92</td>
<td>638.3</td>
<td>0.12</td>
</tr>
<tr>
<td>980</td>
<td>3,432</td>
<td>27.6%</td>
<td>287.6</td>
<td>0.72</td>
<td>1,601.7</td>
<td>0.11</td>
</tr>
<tr>
<td>1,280</td>
<td>4,482</td>
<td>21.8%</td>
<td>515.0</td>
<td>0.64</td>
<td>3,582.9</td>
<td>0.09</td>
</tr>
</tbody>
</table>

closer to the inverse of the collocation matrix, making then the iterative
technique closer to the direct solution of the system.

Table 5.10 reports memory savings and speed-up ratios versus the
number of degrees of freedom. The settings are $\varepsilon_c = 10^{-5}$, $\varepsilon_p = 10^{-1}$,
$\eta = 4$, $n_{min} = 36$ and the GMRES relative accuracy is $10^{-8}$. It is
apparent that storage memory, assembly time and solution time vary almost
linearly with respect to the number of degrees of freedom, thus providing
considerable savings for large systems in comparison to direct solvers.
Such considerations apply to all the considered materials, highlighting
the versatility of the technique and the positive independence from the
degree of anisotropy. This aspect is particularly appealing as anisotropic
problems are usually quite time-consuming. The presented results also
compare well with those computed using the pure isotropic scheme
reported in the previous sections, thus confirming the robustness of the
approach.

Figures 5.15 and 5.16 depict the assembly times and solution times
at varying degrees of freedom for the three different materials. Only the
assembly time shows a slight sensitivity to the material, while the solution
time appears to be quite insensitive to it.
5.5. Conclusions

In this chapter, recent developments in the fast solution of BEM and DBEM systems of equations have been presented. The development of a fast hierarchical DBEM has been described and applications to both isotropic
and anisotropic 3-D crack problems have been presented. The method was shown to be very effective and reliable in terms of accuracy. Moreover, it allows a considerable reduction in both the amount of memory needed for storing the system coefficients and the time required for the system solution. In particular, it has been shown that both storage memory and solution time vary almost linearly with respect to the number of degrees of freedom, thus providing considerable savings for large systems in comparison to direct solvers. Such considerations apply to both isotropic and anisotropic problems as the study demonstrated negligible sensitivity with respect to the degree of anisotropy. The results show that hierarchical matrices are particularly suitable for crack problems. This is because cracks are normally isolated surfaces which are far from most of the remaining boundary, hence they correspond to large low rank blocks. As demonstrated, this allows one to increase the number of elements on the crack surfaces with only modest increases in storage memory and solution time.

Appendix A. Fundamental Solutions

For isotropic problems, the fundamental solution kernels $U_{ij}$, $T_{ij}$, $U_{ijk}$ and $T_{ijk}$ are given by the Kelvin displacements and tractions and a combination of their derivatives as follows

\[ U_{ij}(x_0, x) = \frac{1}{16\pi(1-\nu)\mu r} [(3-4\nu)\delta_{ij} + r_i r_j] \]  (A.1)

\[ T_{ij}(x_0, x) = -\frac{1}{8\pi(1-\nu)r^2} \left\{ [(1-2\nu)\delta_{ij} + 3r_i r_j] \frac{\partial r}{\partial n} - (1-2\nu)(r_i n_j - r_j n_i) \right\} \]  (A.2)

\[ U_{ijk}(x_0, x) = \frac{1}{8\pi(1-\nu)r^2} [(1-2\nu)(\delta_{ij}r_k + \delta_{ik}r_j - \delta_{jk}r_i) + 3r_i r_j r_k] \]  (A.3)

\[ T_{ijk}(x_0, x) = \frac{\mu}{4\pi(1-\nu)r^3} \left\{ 3\frac{\partial r}{\partial n} [(1-2\nu)\delta_{ij}r_k \right. \\
\left. + \nu(\delta_{ik}r_j + \delta_{jk}r_i) - 5r_i r_j r_k] + 3\nu(n_i r_j r_k + n_j r_i r_k) \right. \\
\left. + (1-2\nu)(3n_k r_i r_j + n_j \delta_{ik} + n_i \delta_{jk}) - (1-4\nu)n_k \delta_{ij} \right\} \]  (A.4)
where \( n_i \) are the components of the outward normal at the point \( x \) and the following relations hold

\[
\begin{align*}
  r_k &= x_k - x_{0k} \quad (A.5) \\
  r &= \|x - x_0\| = (r_k r_k)^{1/2} \quad (A.6) \\
  r.k &= \frac{\partial r}{\partial x_k} = \frac{r_k}{r} \quad (A.7)
\end{align*}
\]

For the general 3-D anisotropic elasticity problem, no closed form fundamental solutions are available and fundamental solution kernels \( U_{ij} \), \( T_{ij} \), \( U_{ijk} \) and \( T_{ijk} \) are numerically obtained from the Green’s function for general anisotropic domains.\(^{60}\) For the special case of transversely isotropic materials, the fundamental solution kernels can be expressed in analytic form as reported by Pan and Chou\(^{61}\) and Ariza and Dominguez.\(^{50}\)

Different techniques for such numerical evaluation have been presented by various authors. Vogel and Rizzo\(^{62}\) derived and applied the integral representation of the static fundamental solution for a general anisotropic three-dimensional continuum. Following that, Wilson and Cruse\(^{63}\) proposed an efficient numerical implementation to speed up the BEM solution of 3-D anisotropic problems. Since these pioneering works, much research has been focused on the derivation of fundamental solutions for three-dimensional anisotropic elasticity. Indeed, the lack of closed form fundamental solutions has hindered the use of the method in anisotropic applications. BEM approaches for general anisotropic problems have been developed using either the integral expression of the fundamental solution\(^{60,62-64}\) or its explicit approximate expressions\(^{65-69}\) While the former are computationally expensive, the latter involve tedious calculations of the kernels’ derivatives. For such reasons, the BEM for the analysis of three-dimensional anisotropic structures has been quite slow and difficult to implement with respect to isotropic formulations.

The technique used in this chapter is based on the scheme proposed by Wilson and Cruse\(^{63}\) and is briefly reviewed in the following.\(^{60}\) Let \( b \) be a unit vector having the same direction as that of the line connecting the collocation point \( x_0 \) with the integration point \( x \). The anisotropic Green function can be written as

\[
G_{ij} = \frac{1}{8\pi^2 r} \int_0^{2\pi} M_{ij}^{-1}(\varphi) d\varphi \quad (A.8)
\]

where \( r \) is the distance between the observed and source points, and the integration is performed on the plane perpendicular to \( b \). The integrand
function $M^{-1}_{ij}$ is composed of the inverse of the matrix defined by

$$M_{ij} = C_{ipjq}z_pz_q$$  \hspace{1cm} (A.9)

where $C_{ipjq}$ are the components of the stiffness tensor and $z_i$ are the components of a unit vector representative of the vectors that lie on the integration plane (perpendicular to $b$). Such components are expressed in terms of the anomaly $\varphi$. It is worth noting that the Green’s function comprises a singular part depending only on $r$; and a finite part which depends on the material properties and the direction $x_0x$.

To evaluate the boundary integral equation (BIE) kernels of the DBEM, the derivatives of the Green’s function are also needed. They are given by

$$\frac{\partial G_{ij}}{\partial x_p} = -\frac{1}{4\pi^2r^2} \int_0^\pi (-b_pM^{-1}_{ij} + z_pF_{ij}) d\varphi$$  \hspace{1cm} (A.10)

$$\frac{\partial^2 G_{ij}}{\partial x_p \partial x_q} = \frac{1}{4\pi^2r^2} \int_0^\pi [2b_pb_qM^{-1}_{ij} - 2(z_pb_q + z_qb_p)F_{ij} + z_pz_qA_{ij}] d\varphi$$  \hspace{1cm} (A.11)

where, once again, the integration is performed on a plane perpendicular to $b$ and

$$F_{ij} = C_{mnpq}M^{-1}_{im}M^{-1}_{pj}(z_nb_q + z_qb_n)$$  \hspace{1cm} (A.12)

$$A_{ij} = C_{mnpq}[(z_nb_q + z_qb_n)(F_{im}M^{-1}_{pj} + M^{-1}_{im}F_{pj}) - 2M^{-1}_{im}M^{-1}_{pj}b_nb_p]$$  \hspace{1cm} (A.13)

Also for the Green’s function derivatives the same considerations as those for the Green’s function hold. In particular, such functions are comprised of a singular part and a finite part depending on material properties.

Once the general anisotropic Green’s function and its derivatives have been introduced, the DBEM kernels are given by

$$U_{ij} = G_{ij}$$  \hspace{1cm} (A.14)

$$T_{ij} = C_{kijmn} \frac{\partial G_{mi}}{\partial x_n} n_k$$  \hspace{1cm} (A.15)

$$U_{ijk} = -C_{ijpq} \left( \frac{\partial G_{pk}}{\partial x_q} + \frac{\partial G_{qk}}{\partial x_p} \right)$$  \hspace{1cm} (A.16)

$$T_{ijk} = -C_{ijpq}C_{lknm} \left( \frac{\partial^2 G_{mp}}{\partial x_q \partial x_n} + \frac{\partial^2 G_{mq}}{\partial x_p \partial x_n} \right) n_l$$  \hspace{1cm} (A.17)
Appendix B. Numerical Scheme

The discrete boundary element model is built starting from the equations (5.1–5.3) and sub-dividing the external boundary and the crack surfaces into a set of boundary elements over which the displacements and the tractions, as well as the geometry, are expressed by means of suitable shape functions and nodal values.\textsuperscript{53}

Care must be taken in the choice of suitable boundary elements, in order to fulfil the conditions for the existence of the singular integrals. In particular, the existence of Cauchy and Hadamard principal values requires Hölder continuity of the displacements and their derivatives at the collocation points. Such restrictions can be satisfied through the use of special boundary elements. In this work, the same modelling strategy as that adopted by Mi and Aliabadi\textsuperscript{45,46} is used. The continuity of the displacement derivatives, which is the stronger constraint required for the existence of the integrals in the traction equation, is guaranteed by using \textit{discontinuous} eight-node quadratic elements for the modelling of both the crack surfaces. The boundary, on which only the displacement equation is collocated, is modelled by using \textit{continuous} eight-node quadratic elements. \textit{Semi-discontinuous} eight-noded elements are used to model those portions of the external boundary intersecting the crack surfaces when the crack reaches the external boundary. Further information on slightly different discretization procedures can be found in the works of Cisilino and Aliabadi\textsuperscript{70,71}.

The isotropic kernels are integrated following the procedures used in the aforementioned references. For anisotropic kernels, the integrals are computed by using standard Gauss quadrature for regular elements and accounting for suitable integration schemes to improve the accuracy of nearly singular integrals.\textsuperscript{53} Strongly and hypersingular kernels must be computed as finite part integrals (Cauchy and Hadamard principal values). In this work, a technique based on polar coordinate transformations\textsuperscript{60} and Kutt’s numerical quadrature\textsuperscript{72–74} is employed to compute both strongly singular and hypersingular integrals.

The computation of the integrals involved in the BIE requires the evaluation of the fundamental solution kernels at the integration points. The form of the general anisotropic Green’s function and its derivatives suggests an efficient method to speed up their computation.\textsuperscript{60,63} The modulation functions pertaining to the Green’s function and its derivatives are regular and can be easily computed through standard schemes. They can be calculated in advance for different directions of the unit vector $b$ and
the results can be stored in a database. When a particular couple of source and observed points are considered, the direction of the corresponding unit vector \( b \) is determined and the related value of the modulation functions can be computed by interpolation from the stored database. The Green’s function and its derivatives are then given by the product of the modulation functions by the inverse powers of the source/observed point distance.
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This chapter presents a meshless method based on the local Petrov-Galerkin weak-form for static and dynamic analyses of orthotropic thick plates and shallow shells. The analyzed planar domain of the considered plate/shell is divided into circular sub-domains. The nodal points are randomly distributed over the analyzed domain. Each node is the center of a circular sub-domain surrounding this node. For dynamic problems, the Laplace-transform technique is applied. A unit test function is used in the local weak-form of the governing equations for the transformed quantities. Applying the Gauss divergence theorem to the weak-form, local boundary-domain integral equations are derived. A meshless approximation based on the Moving Least-Squares (MLS) method is utilized. An inverse Laplace-transform method is employed to obtain time-dependent solutions.

6.1. Introduction

In recent years the demand for construction of huge and lightweight plate and shell structures has been increasing. To minimize the weight of spatial
structures a layered profile of the plate and shell is utilized frequently. In such a case a delaminating of individual layers may occur due to a jump change of the material properties and subsequently physical fields too. To remove this phenomenon the functionally graded materials (FGMs) can be utilized.\textsuperscript{1,2} FGMs are multi-phase materials with a pre-determined property profile, where the phase volume fractions are varying gradually in space. This results in continuously nonhomogenous material properties at the macroscopic structural scale. Often, these spatial gradients in the material behavior render FGMs as superior to conventional composites because of their continuously graded structures and properties. FGMs may exhibit isotropic or anisotropic material properties, depending on the processing technique and the practical engineering requirements. Due to the high mathematical complexity of the boundary or initial-boundary value problems, analytical approaches for FGMs are restricted to simple geometry and boundary conditions. It is well known that the classical thin plate theory of Kirchhoff gives rise to certain non-physical simplifications mainly related to the omission of the shear deformation and the rotary inertia, which become more significant for plates with increasing their thickness. The choice of an appropriate mathematical model together with a consistent computational method is important for such a kind of structures. Previous research results showed that the transverse shear effects are more significant for orthotropic plates and shells than for isotropic ones due to a high ratio of in-plane Young's modulus to transverse shear modulus.\textsuperscript{3,4} The effects of shear deformation and rotary inertia are taken into account in the Reissner–Mindlin plate bending theory.\textsuperscript{5,6} The Reissner–Mindlin theory reduces the original three-dimensional (3-D) thick plate and shell problem to a two-dimensional (2-D) problem. Governing equations for thick orthotropic plates and shells are quite complicated.

Most significant advances in spatial structures have been made using the finite element method (FEM). Elimination of shear locking in thin walled structures by FEM is difficult and techniques developed are less accurate. It is well known that standard displacement-based type shell element is too stiff and thus suffers from locking phenomena. Locking problem arises due to inconsistencies in discrete representation of the transverse shear energy and membrane energy.\textsuperscript{7} Much effort has been devoted to deriving shell elements which account for the out-of-plane shear deformation in thick shells that are free from locking in the thin shell limit. In view of the increasing reliability on the use of computer modelling to replace or reduce experimental works in the context of a virtual
testing, it is therefore imperative that alternative computer-based methods are developed to allow for independent verification of the finite element solutions. Recently, Arciniega and Reddy\(^8\) consistently derived shell model using absolute tensor notation for a nonlinear analysis of shell structures.

The boundary element method (BEM) has emerged as an alternative numerical method to solve plate and shell problems. The first application of the boundary integral equation method to Reissner’s plate model was given by Van der Ween.\(^9\) Dynamic analysis of elastic Reissner–Mindlin plates has been performed by the direct BEM in the frequency domain.\(^10\) All previous BEM applications are dealing with isotropic Reissner–Mindlin plates. Wang and Huang\(^2\) were the first who applied BEM to orthotropic thick plates. A review on early applications of BEM to shells is given by Beskos.\(^11\) The first application of BEM to shells is given by Newton and Tottenham,\(^12\) where they presented a method based on the decomposition of the fourth-order governing equation into a set of the second-order ones. Lu and Huang\(^13\) derived a direct BEM formulation for shallow shells involving shear deformation. For elastodynamic shell problems it is appropriate to use the weighted residual method with the static fundamental solution as a test function.\(^14,15\) Dirgantara and Aliabadi\(^16\) applied the domain-boundary element method for shear deformable shells under a static load. They used a test function corresponding to the thick plate bending problem. Lin and Long\(^17\) used this method for geometrically non-linear analysis of shallow shells. All previous BEM applications are dealing with isotropic shallow shells. Only Wang and Schweizerhof\(^4,18\) applied a boundary integral equation method for moderately thick laminated orthotropic shallow shells. They used the static fundamental solution corresponding to a shear deformable orthotropic shell and applied it for free vibration analysis of thick shallow shells. The fundamental solution for a thick orthotropic shell under a dynamic load is not available according to the best of the author’s knowledge.

Meshless approaches for problems of continuum mechanics have attracted much attention during the past decade.\(^19,20\) In spite of the great success of the FEM and the BEM as accurate and effective numerical tools for the solution of boundary value problems with complex domains, there is still a growing interest in developing new advanced numerical methods. Elimination of shear locking in thin walled structures by standard FEM is difficult and techniques developed are not accurate. However, the FEM based on the mixed approximations with the reduced integration performs quite well. Meshless methods with continuous approximation of stresses are
more convenient for such kinds of structures. In recent years, meshfree or meshless formulations are becoming to be popular due to their high adaptivity and low costs to prepare input data for numerical analyses. Many of meshless methods are derived from a weak-form formulation on global domain or a set of local sub-domains. In the global formulation background cells are required for the integration of the weak-form. It should be noticed that integration is performed only on those background cells with a nonzero shape function. In methods based on local weak-form formulation no cells are required. The first application of a meshless method to plate/shell problems was given by Krysl and Belytschko, where they applied the element-free Galerkin method. The moving least-square (MLS) approximation yields $C^1$ continuity which satisfies the Kirchhoff hypotheses. The continuity of the MLS approximation is given by the minimum between the continuity of the basis functions and that of the weight function. So continuity can be tuned to a desired value. Their results showed excellent convergence, however, their formulation is not applicable to shear deformable plate/shell problems. Recently, Noguchi et al. used a mapping technique to transform the curved surface into flat two-dimensional space. Then, the element-free Galerkin method can be applied also to thick plates or shells including the shear deformation effects. The reproducing kernel particle method (RKPM) has been successfully applied for large deformations of thin isotropic shells.

The meshless local Petrov-Galerkin (MLPG) method is a fundamental base for the derivation of many meshless formulations, since the trial and test functions can be chosen from different functional spaces. The method has been successfully applied also to plate problems. In the present chapter a meshless method based on the local Petrov-Galerkin weak-form is applied to static and dynamic problems for orthotropic thick plates and shallow shells. The nodal points are randomly distributed over the plane domain of the considered plate/shell. Each node is the center of a circle surrounding this node. The Laplace-transform technique is applied to the set of governing differential equations for elastodynamic Reissner bending theory. A unit test function is used in the local weak-form of the governing equations for transformed fields. Applying the Gauss divergence theorem to the weak-form, the local boundary-domain integral equations are derived. The numerical integration of the domain integrals arising from the inertial term and the initial values on a simple domain does not give rise to difficulties if the meshless approximation
based on the Moving Least-Squares (MLS) method is utilized. The quasi-static boundary value problems must be solved for several values of the Laplace-transform parameter selected for each considered time instant. The Stehfest’s inversion method is employed to obtain the time-dependent solution.

6.2. The MLS Approximation

In general, a meshless method uses a local interpolation to represent the trial function with the values (or the fictitious values) of the unknown variable at some randomly spread nodes. The moving least squares approximation may be considered as one of such schemes, and is used in the current work. Consider a sub-domain \( \Omega_x \), the neighborhood of a point \( x \) and denoted as the domain of definition of the MLS approximation for the trial function at \( x \), which is located in the problem domain \( \Omega \). To approximate the distribution of the function \( u \) in \( \Omega \), over a number of randomly located nodes \( \{ x_a \}, a = 1, 2, \ldots, n \), the MLS approximant \( u(x) \) of \( u \), \( \forall x \in \Omega_x \), can be defined by

\[
u(x) = p^T(x) a(x) \quad \forall x \in \Omega_x,
\]

where \( p^T(x) = [p^1(x), p^2(x), \ldots, p^m(x)] \) is a complete monomial basis of order \( m \); and \( a(x) \) is a vector containing coefficients \( a^j(x), j = 1, 2, \ldots, m \) which are functions of the space co-ordinates \( x = [x_1, x_2, x_3]^T \). For example, for a 2-D problem

\[
p^T(x) = [1, x_1, x_2], \quad \text{linear basis } m = 3 \quad (6.2a)
\]
\[
p^T(x) = [1, x_1, x_2, (x_1)^2, x_1 x_2, (x_2)^2], \quad \text{quadratic basis } m = 6 \quad (6.2b)
\]

The coefficient vector \( a(x) \) is determined by minimizing a weighted discrete \( L_2 \) norm, defined as

\[
J(x) = \sum_{a=1}^{n} v^a(x)[p^T(x^a)a(x) - \hat{u}^a]^2,
\]

where \( v^a(x) \) is the weight function associated with the node \( a \), with \( v^a(x) > 0 \). Recall that \( n \) is the number of nodes in \( \Omega_x \) for which the weight functions \( v^a(x) > 0 \) and \( \hat{u}^a \) are the fictitious nodal values, and not the nodal values of the unknown trial function \( u(x) \) in general (see Fig. 6.1 for simple one dimensional case for the distinction between \( u_i \) and \( \hat{u}_i \)).
stationarity of $J$ in Eq. (6.3) with respect to $a(x)$ leads to the following linear relation between $a(x)$ and $\hat{u}$

$$A(x)a(x) = B(x)\hat{u}, \quad (6.4)$$

where

$$A(x) = \sum_{a=1}^{n} w^a(x)p(x^a)p^T(x^a)$$

$$B(x) = [v^1(x)p(x^1), v^2(x)p(x^2), \ldots, v^n(x)p(x^n)]. \quad (6.5)$$

The MLS approximation is well defined only when the matrix $A$ in Eq. (6.4) is non-singular. A necessary condition to be satisfied that requirement is that at least $m$ weight functions are non-zero (i.e. $n \geq m$) for each sample point $x \in \Omega$ and that the nodes in $\Omega_x$ will not be arranged in a special pattern such as on a straight line.

Solving for $a(x)$ from Eq. (6.4) and substituting it into Eq. (6.1) give a relation

$$u^h(x) = \Phi^T(x) \cdot \hat{u} = \sum_{a=1}^{n} \phi^a(x)\hat{u}^a; \quad \hat{u}^a \neq u(x^a) \land \hat{u}^a \neq u^h(x^a), \quad (6.6)$$

where

$$\Phi^T(x) = p^T(x)A^{-1}(x)B(x). \quad (6.7)$$

$\phi^a(x)$ is usually called the shape function of the MLS approximation corresponding to the nodal point $x^a$. From Eqs. (6.5) and (6.7), it may be seen that $\phi^a(x) = 0$ when $v^a(x) = 0$. In practical applications, $v^a(x)$ is generally chosen such that it is non-zero over the support of nodal points $x^a$. The support of the nodal point $x^a$ is usually taken to be circle of radius
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Fig. 6.2. Local boundaries for weak formulation, the domain $\Omega_x$ for MLS approximation, and support area of weight function around node $x^a$.

$r^a$ centered at $x^a$ (see Fig. 6.2). This radius is an important parameter of the MLS approximation because it determines the range of interaction (coupling) between degrees of freedom defined at nodes.

Both the Gaussian and spline weight functions with compact supports can be considered in a numerical analysis. The Gaussian weight function can be written as

$$v^a(x) = \begin{cases} \exp\left[-\left(\frac{d^a}{c^a}\right)^2\right] - \exp\left[-\left(\frac{r^a}{c^a}\right)^2\right] & 0 \leq d^a \leq r^a \\ 0 & d^a \geq r^a \end{cases}, \quad (6.8)$$

where $d^a = |x - x^a|$; $c^a$ is a constant controlling the shape of the weight function $v^a$ and $r^a$ is the size of support. The size of support $r^a$ should be large enough to have a sufficient number of nodes covered in the domain of definition to ensure the regularity of matrix $A$.

A 4th-order spline-type weight function

$$v^a(x) = \begin{cases} 1 - 6 \left(\frac{d^a}{r^a}\right)^2 + 8 \left(\frac{d^a}{r^a}\right)^3 - 3 \left(\frac{d^a}{r^a}\right)^4 , & 0 \leq d^a \leq r^a \\ 0, & d^a \geq r^a \end{cases}, \quad (6.9)$$

is more convenient for modelling since the $C^2$-continuity of the weight function is ensured over the entire domain. Then, the continuity condition of the bending moments, the shear forces and the normal forces is satisfied.

The partial derivatives of the MLS shape functions are obtained as\cite{19}

$$\phi_{i,k}^a = \sum_{j=1}^{m} [p^i_{j,k}(A^{-1}B)^{ja} + p^i(A^{-1}B_{i,k} + A^{-1}_{i,k}B)^{ja}], \quad (6.10)$$
wherein $A_{-1}^{-1} = (A^{-1})_{-1}$, represents the derivative of the inverse of $A$ with respect to $x_k$, given by

$$A_{-1}^{-1} = -A^{-1}A_{-1}A^{-1}.$$ 

### 6.3. Analyses of Orthotropic FGM Plates Under Mechanical and Thermal Load

Consider an elastic orthotropic plate of constant thickness $h$, with the mean surface occupying the domain $\Omega$ in the plane $(x_1, x_2)$. The Reissner–Mindlin plate bending theory\textsuperscript{5,6} is used to describe the plate deformation. The transverse shear strains are represented as constant throughout the plate thickness and some correction coefficients are required for computation of transverse shear forces in that theory. Then, the spatial displacement field, expressed in terms of displacement components $u_1$, $u_2$, and $u_3$, has the following form\textsuperscript{32}

$$u_1(x, t) = x_3 w_1(x, t), \quad u_2(x, t) = x_3 w_2(x, t), \quad u_3(x, t) = w_3(x, t),$$

(6.11)

where $w_\alpha$ and $w_3$ represent the rotations around the $x_\alpha$-direction and the out-of-plane deflection, respectively (Fig. 6.3). The linear strains are given by

$$\varepsilon_{11}(x, t) = x_3 w_{1,1}(x, t), \quad \varepsilon_{22}(x, t) = x_3 w_{2,2}(x, t),$$

$$\varepsilon_{12}(x, t) = x_3 (w_{1,2}(x, t) + w_{2,1}(x, t))/2,$$

$$\varepsilon_{13}(x, t) = (w_1(x, t) + w_{3,1}(x, t))/2,$$

$$\varepsilon_{23}(x, t) = (w_2(x, t) + w_{3,2}(x, t))/2.$$ 

(6.12)

Fig. 6.3. Sign convention of bending moments and forces for FGM plate.
Both mechanical and thermal loads are analyzed simultaneously. For a pure mechanical load it is sufficient to state vanishing value of the temperature difference in the constitutive equation. Since uncoupled thermoelasticity is considered here, the thermal field is not influenced by deformations. Then, the temperature distribution can be analyzed separately. The computational method to solve heat conduction equations in plates is given at the end of this paragraph.

6.3.1. *Meshless local integral equations for a Reissner–Mindlin plate*

In the case of orthotropic materials, the relation between the stress $\sigma_{ij}$ and the strain $\varepsilon_{ij}$ when temperature $\theta$ changes are considered, is governed by the well known Duhamel-Neumann constitutive equations for the stress tensor

$$\sigma_{ij}(\mathbf{x}, t) = c_{ijkl} \varepsilon_{kl}(\mathbf{x}, t) - \gamma_{ij} \theta(\mathbf{x}, x_3, t), \quad (6.13)$$

where $c_{ijkl}$ are the material stiffness coefficients. The stress-temperature modulus can be expressed through the stiffness coefficients and the coefficients of linear thermal expansion $\alpha_{kl}$

$$\gamma_{ij} = c_{ijkl} \alpha_{kl}. \quad (6.14)$$

For plane problems the constitutive equation (6.13) is frequently written in terms of the second-order tensor of elastic constants. The constitutive equation for orthotropic materials and plane stress problem has the following form

$$\begin{bmatrix} \sigma_{11} \\ \sigma_{22} \\ \sigma_{12} \\ \sigma_{13} \\ \sigma_{23} \end{bmatrix} = \mathbf{G}(\mathbf{x}) \begin{bmatrix} \varepsilon_{11} \\ \varepsilon_{22} \\ 2\varepsilon_{12} \\ 2\varepsilon_{13} \\ 2\varepsilon_{23} \end{bmatrix} - \begin{bmatrix} \gamma_{11} \\ \gamma_{22} \\ 0 \\ 0 \\ 0 \end{bmatrix} \theta(\mathbf{x}, x_3, t), \quad (6.15)$$

where

$$\mathbf{G}(\mathbf{x}) = \begin{bmatrix} E_1/e & E_1\nu_{23}/e & 0 & 0 & 0 \\ E_2\nu_{12}/e & E_2/e & 0 & 0 & 0 \\ 0 & 0 & G_{12} & 0 & 0 \\ 0 & 0 & 0 & G_{13} & 0 \\ 0 & 0 & 0 & 0 & G_{23} \end{bmatrix} \quad \text{with} \quad e = 1 - \nu_{12}\nu_{21},$$
Fig. 6.4. Variation of volume fraction over the plate thickness, for linear and quadratic power-law index.

$E_\alpha$ are the Young’s moduli referring to the axes $x_\alpha$, $\alpha = 1, 2$, $G_{12}$, $G_{13}$ and $G_{23}$ are shear moduli, $\nu_{\alpha\beta}$ are Poisson’s ratios.

Next, we assume that the material properties are graded along the plate thickness, and we represent the profile for volume fraction variation by

$$P(x_3) = P_b + (P_t - P_b)V$$

with $V = \left(\frac{x_3}{h} + \frac{1}{2}\right)^n,$ (6.16)

where $P$ denotes a generic property like modulus, $P_t$ and $P_b$ denote the property of the top and bottom faces of the plate, respectively, and $n$ is a parameter that dictates the material variation profile (Fig. 6.4). Poisson’s ratios are assumed to be uniform.

The bending moments $M_{\alpha\beta}$ and the shear forces $Q_\alpha$ are defined as

$$\begin{bmatrix} M_{11} \\ M_{22} \\ M_{12} \end{bmatrix} = \int_{-h/2}^{h/2} \begin{bmatrix} \sigma_{11} \\ \sigma_{22} \\ \sigma_{12} \end{bmatrix} x_3 dx_3$$

and

$$\begin{bmatrix} Q_1 \\ Q_2 \end{bmatrix} = \kappa \int_{-h/2}^{h/2} \begin{bmatrix} \sigma_{13} \\ \sigma_{23} \end{bmatrix} dx_3,$$ (6.17)

where $\kappa = 5/6$ in the Reissner plate theory.

Substituting Eqs. (6.15) and (6.12) into moment and force resultants (6.17) allows the expression of the bending moments $M_{\alpha\beta}$ and shear forces $Q_\alpha$ for $\alpha, \beta = 1, 2$, in terms of rotations, lateral displacements of the orthotropic plate and temperature. In the case of considered continuous
gradation of material properties through the plate thickness, one obtains

\[ M_{\alpha\beta} = D_{\alpha\beta}(w_{\alpha,\beta} + w_{\beta,\alpha}) + C_{\alpha\beta}w_{\gamma,\gamma} - H_{\alpha\beta} \]

\[ Q_{\alpha} = C_{\alpha}(w_{\alpha} + w_{3,\alpha}), \quad (6.18) \]

where

\[ H_{\alpha\beta} = \int_{\frac{-h}{2}}^{\frac{h}{2}} x_3 \gamma_{\alpha\beta}(\mathbf{x}, x_3, t)dx_3. \]

In Eq. (6.18), repeated indices \( \alpha, \beta \) do not imply summation, and the material parameters \( D_{\alpha\beta} \) and \( C_{\alpha\beta} \) are given as

\[ D_{11} = \frac{D_1}{2}(1 - \nu_{21}), \quad D_{22} = \frac{D_2}{2}(1 - \nu_{12}), \quad D_{12} = D_{21} = \frac{\bar{G}_{12}h^3}{12}, \]

\[ C_{11} = D_1\nu_{21}, \quad C_{22} = D_2\nu_{12}, \quad C_{12} = C_{21} = 0, \]

\[ D_{\alpha} = \frac{\bar{E}_\alpha h^3}{12e}, \quad D_{1\nu_{21}} = D_{2\nu_{12}}, \quad C_{\alpha} = \kappa h\bar{G}_{\alpha3}, \quad (6.19) \]

where

\[ \bar{E}_\alpha = \begin{cases} E_{at} = E_{ab}, & n = 0 \\ (E_{ab} + E_{at})/2, & n = 1 \\ (3E_{ab} + 2E_{at})/5, & n = 2 \end{cases} \]

\[ \bar{G}_{12} = \begin{cases} G_{12t} = G_{12b}, & n = 0 \\ (G_{12b} + G_{12t})/2, & n = 1 \\ (3G_{12b} + 2G_{12t})/5, & n = 2 \end{cases} \]

\[ \bar{G}_{\alpha3} = \begin{cases} G_{\alpha3t} = G_{\alpha3b}, & n = 0 \\ (G_{\alpha3b} + G_{\alpha3t})/2, & n = 1 \\ 2G_{\alpha3b} + G_{\alpha3t}/3, & n = 2 \end{cases} \]

with the same meaning of subscripts \( b \) and \( t \) as in Eq. (6.16).

For a general variation of material properties through the plate thickness

\[ D_{11} = \int_{-h/2}^{h/2} x_3^2 E_1(x_3)\frac{1 - \nu_{21}}{e}dx_3, \quad D_{22} = \int_{-h/2}^{h/2} x_3^2 E_2(x_3)\frac{1 - \nu_{12}}{e}dx_3, \]

\[ D_{12} = \int_{-h/2}^{h/2} x_3^2 G_{12}(x_3)dx_3, \quad C_{11} = \int_{-h/2}^{h/2} x_3^2 E_1(x_3)\frac{\nu_{21}}{e}dx_3, \]

\[ C_{22} = \int_{-h/2}^{h/2} x_3^2 E_2(x_3)\frac{\nu_{12}}{e}dx_3, \quad C_{\alpha} = \kappa \int_{-h/2}^{h/2} G_{\alpha3}(x_3)dx_3. \]
Using the Reissner’s linear theory of thick plates\(^{34}\), the equations of motion may be written as

\[
M_{\alpha\beta,\beta}(x,t) - Q_\alpha(x,t) = \frac{\rho h^3}{12} \dddot{w}_\alpha(x,t),
\]

\[
Q_{\alpha,\alpha}(x,t) + q_3(x,t) = \rho h \dddot{w}_3(x,t), \quad x \in \Omega,
\]

where \(\rho\) is the mass density, and throughout the paper the Greek indices vary from 1 to 2. The plate is subjected to a transverse dynamic load \(q_3(x,t)\). The dots over a quantity indicate differentiations with respect to time \(t\).

To eliminate the time variable \(t\) in the governing equations (6.20), the Laplace-transform is applied

\[
L[f(x,t)] = \bar{f}(x,s) = \int_0^\infty f(x,t) e^{-st} dt.
\]

Then, one obtains

\[
\bar{M}_{\alpha\beta,\beta}(x,s) - \bar{Q}_\alpha(x,s) = \frac{\rho h^3}{12} s^2 \bar{w}_\alpha(x,s) - \bar{R}_\alpha(x,s),
\]

\[
\bar{Q}_{\alpha,\alpha}(x,s) = \rho h s^2 \bar{w}_3(x,s) - \bar{R}_3(x,s),
\]

where \(s\) is the Laplace-transform parameter, while \(\bar{R}_\alpha\) and \(\bar{R}_3\) are given by

\[
\bar{R}_\alpha(x,s) = \frac{\rho h^3}{12} [sw_\alpha(x) + \dot{w}_\alpha(x)],
\]

\[
\bar{R}_3(x,s) = \dot{q}_3(x,s) + \rho h s w_3(x) + \rho h \ddot{w}_3(x),
\]

with \(w_\alpha(x), w_3(x), \dot{w}_\alpha(x)\) and \(\dot{w}_3(x)\) being the initial values and the initial velocities of the generalized displacement field.

Instead of writing the global weak-form for the above governing equations, the MLPG methods construct the weak-form over local sub-domains such as \(\Omega_s\), which is a small region taken for each node inside the global domain\(^{20}\). The local sub-domains overlap each other and cover the whole global domain \(\Omega\) (Fig. 6.2). The local sub-domains could be of any geometrical shape and size. In the current paper, the local sub-domains are taken to be of circular shapes. The local weak-form of the governing equations (6.21) and (6.22) for \(x^i \in \Omega_s\) can be written as

\[
\int_{\Omega_s} \left[ M_{\alpha\beta,\beta}(x,s) - Q_\alpha(x,s) - \frac{\rho h^3}{12} s^2 \bar{w}_\alpha(x,s) + \bar{R}_\alpha(x,s) \right] \times w_{\alpha\gamma}^*(x) d\Omega = 0,
\]

(6.23)
where $w_{\alpha,\beta}^*(x)$ and $w^*(x)$ are weight or test functions.

Applying the Gauss divergence theorem to Eqs. (6.23) and (6.24), one obtains

$$\int_{\Omega_s} \bar{M}_\alpha(x, s) w_{\alpha\gamma}^*(x) d\Gamma - \int_{\Omega_s} \bar{Q}_\alpha(x, s) w_{\alpha\gamma,\beta}^*(x) d\Omega 
- \int_{\Omega_s} \rho h s^2 \bar{w}_\alpha(x, s) w_{\alpha\gamma}^*(x) d\Omega + \int_{\Omega_s} \tilde{R}_\alpha(x, s) w_{\alpha\gamma}^*(x) d\Omega = 0,$$

(6.25)

$$\int_{\partial \Omega_s} \bar{Q}_\alpha(x, s) n_\alpha(x) w^*(x) d\Gamma - \int_{\Omega_s} \bar{Q}_\alpha(x, s) w_{\alpha\gamma}^*(x) d\Omega 
- \int_{\Omega_s} \rho h s^2 \bar{w}_3(x, s) w^*(x) d\Omega + \int_{\Omega_s} \tilde{R}_3(x, s) w^*(x) d\Omega = 0,$$

(6.26)

where $\partial \Omega_s$ is the boundary of the local sub-domain and

$$\bar{M}_\alpha(x, s) = \bar{M}_{\alpha\beta}(x, s) n_\beta(x)$$

is the Laplace-transform of the normal bending moment and $n_\alpha$ is the unit outward normal vector to the boundary $\partial \Omega_s$. The local weak-forms (6.25) and (6.26) are the starting point for deriving local boundary integral equations on the basis of appropriate test functions. Unit step functions are chosen for the test functions $w_{\alpha\beta}^*(x)$ and $w^*(x)$ in each sub-domain

$$w_{\alpha\gamma}^*(x) = \begin{cases} 
\delta_{\alpha\gamma} & \text{at } x \in (\Omega_s \cup \partial \Omega_s) \\
0 & \text{at } x \notin (\Omega_s \cup \partial \Omega_s)
\end{cases},$$

(6.27)

$$w^*(x) = \begin{cases} 
1 & \text{at } x \in (\Omega_s \cup \partial \Omega_s) \\
0 & \text{at } x \notin (\Omega_s \cup \partial \Omega_s)
\end{cases}.$$

Then, the local weak-forms (6.25) and (6.26) are transformed into the following local boundary integral equations

$$\int_{\partial \Omega_s} \bar{M}_\alpha(x, s) d\Gamma - \int_{\Omega_s} \bar{Q}_\alpha(x, s) d\Omega - \int_{\Omega_s} \rho h s^2 \bar{w}_\alpha(x, s) d\Omega + \int_{\Omega_s} \tilde{R}_\alpha(x, s) d\Omega = 0,$$

(6.28)
\[
\int_{\partial \Omega_i} \bar{Q}_\alpha(x, s)n_\alpha(x) d\Gamma - \int_{\Omega_i} \rho_3 s^2 \bar{w}_3(x, s) d\Omega \\
+ \int_{\Omega_i} \bar{R}_3(x, s) d\Omega = 0.
\] (6.29)

In the above local integral equations, the trial functions \(\bar{w}_\alpha(x, s)\), related to rotations, and \(\bar{w}_3(x, s)\), related to deflections, are chosen as the moving least-squares (MLS) approximations over a number of nodes randomly spread within the domain of influence.

According to Sec. 2, one can write the approximation formula for the generalized displacements (two rotations and deflection)

\[
\bar{w}^h(x, s) = \Phi^T(x) \cdot \hat{w}(s) = \sum_{a=1}^{n} \phi^a(x) \hat{w}^a(s),
\] (6.30)

Substituting the approximation (6.30) into the definition of the normal bending (6.17), one obtains for \(\bar{M}(x, s) = [\bar{M}_1(x, s), \bar{M}_2(x, s)]^T\)

\[
\bar{M}(x, s) = N_\alpha(x) \sum_{a=1}^{n} B^a_1(x)w^{\alpha a}(s) - H(x, s) \\
= N_\alpha(x) \sum_{a=1}^{n} B^a_\alpha(x)w^{\alpha a}(s) - \bar{H}(x, s),
\] (6.31)

where the vector \(w^{\alpha a}(s)\) is defined as a column vector \(w^{\alpha a}(s) = [\hat{w}_1^\alpha(s), \hat{w}_2^\alpha(s)]^T\), the vector \(\bar{H}(x, s) = [\bar{H}_{11}n_1, \bar{H}_{22}n_2]^T\), the matrices \(N_\alpha(x)\) are related to the normal vector \(n(x)\) on \(\partial \Omega_s\) by

\[
N_1(x) = \begin{bmatrix} n_1 & 0 & n_2 \\ 0 & n_2 & n_1 \end{bmatrix} \quad \text{and} \quad N_2(x) = \begin{bmatrix} C_{11} & 0 & n_1 \\ 0 & C_{22} & n_2 \end{bmatrix} \begin{bmatrix} n_1 \\ n_2 \end{bmatrix},
\]

and the matrices \(B^a_\alpha\) are represented by the gradients of the shape functions as

\[
B^a_1(x) = \begin{bmatrix} 2D_{11}\phi^a_1 & 0 \\ 0 & 2D_{22}\phi^a_2 \\ D_{12}\phi^a_1 & D_{12}\phi^a_2 \end{bmatrix}, \quad B^a_2(x) = \begin{bmatrix} \phi^a_1 & 0 \\ 0 & \phi^a_2 \end{bmatrix}.
\]

The influence on the material gradation is incorporated in \(C_{\alpha \beta}\) and \(D_{\alpha \beta}\) defined in Eq. (1.19).
Similarly one can obtain the approximation for the shear forces

\[ Q(x, s) = C(x) \sum_{a=1}^{n} [\phi^a(x) w^a(s) + F^a(x) \hat{w}^a_3(s)], \quad (6.32) \]

where \( Q(x, s) = [Q_1(x, s), Q_2(x, s)]^T \) and

\[ C(x) = \begin{bmatrix} C_1(x) & 0 \\ 0 & C_2(x) \end{bmatrix}, \quad F^a(x) = \begin{bmatrix} \phi^a_1 \\ \phi^a_2 \end{bmatrix}. \]

Then, insertion of the MLS-discretized force fields (6.31) and (6.32) into the local boundary integral equations (6.28) and (6.29) yields the discretized local integral equations (LIEs)

\[
\sum_{a=1}^{n} \left[ \int_{L_i^1+\Gamma_i^s} N_\alpha(x) B_\alpha^a(x) d\Gamma - \frac{E \rho h^3(x)}{12} s^2 \right] w^a(s) \\
- \int_{\Omega_i^s} C(x) + E \frac{\rho h^3(x)}{12} s^2 \phi^a(x) d\Omega \right] w^a(s) \\
- \sum_{a=1}^{n} \hat{w}^a_3(s) \int_{\Omega_i^s} C(x) F^a(x) d\Omega = \int_{L_i^1+\Gamma_i^s} \tilde{H}(x) d\Gamma \\
- \int_{\Gamma_i^M} \tilde{M}(x, s) d\Gamma - \int_{\Omega_i^s} \tilde{R}(x, s) d\Omega, \quad (6.33)
\]

\[
\sum_{a=1}^{n} \left( \int_{\partial \Omega_i^s} C_n(x) \phi^a(x) d\Gamma \right) w^a(s) \\
+ \sum_{a=1}^{n} \hat{w}^a_3(s) \left( \int_{\partial \Omega_i^s} C_n(x) F^a(x) d\Omega - \int_{\Omega_i^s} \rho s^2 h(x) \phi^a(x) d\Omega \right) \\
= - \int_{\Omega_i^s} \hat{R}_3(x, s) d\Omega, \quad (6.34)
\]

in which

\[ E = \begin{bmatrix} 1 & 0 \\ 0 & 1 \end{bmatrix}, \quad C_n(x) = (n_1, n_2) \begin{bmatrix} C_1 & 0 \\ 0 & C_2 \end{bmatrix} = (C_1 n_1, C_2 n_2). \]

Equations (6.33) and (6.34) are considered on the sub-domains adjacent to the interior nodes \( x^i \) as well as to the boundary nodes on \( \Gamma_i^sM \). For the source point \( x^i \) located on the global boundary \( \Gamma \) the boundary of
the sub-domain $\partial \Omega_i$ is decomposed into $L_i$ and $\Gamma_{sw}$ (part of the global boundary with prescribed bending moment) according to Fig. 6.2.

It should be noted here that there are neither Lagrange multipliers nor penalty parameters introduced into the local weak forms (6.23) and (6.24) because the essential boundary conditions on $\Gamma_{sw}$ (part of the global boundary with prescribed rotations or displacements) can be imposed directly, using the interpolation approximation (6.30)

$$\sum_{a=1}^{n} \phi^a(x^i) \tilde{w}^a(s) = \tilde{w}(x^i, s) \text{ for } x^i \in \Gamma_{sw},$$  

(6.35)

where $\tilde{w}(x^i, s)$ is the Laplace-transform of the generalized displacement vector prescribed on the boundary $\Gamma_{sw}$. For a clamped plate all three vector components (rotations and deflection) are vanishing on the fixed edge, and Eq. (6.35) is used at all the boundary nodes in such a case. However, for a simply supported plate only the third component of the displacement vector (deflection) is prescribed, while the rotations are unknown. Then, the entire equation (6.33) and the third component of Eq. (6.35) are applied to the nodes lying on the global boundary. On those parts of the global boundary where no displacement boundary conditions are prescribed both local integral equations (6.33) and (6.34) are applied.

The time-dependent values of rotations, displacements, moments, and shear forces are obtained from the corresponding Laplace-transformed quantities by performing inverse transform. Thereby, great attention is paid to the numerical inversion of the Laplace-transform, since it is an ill-posed problem, in general, and small truncation errors can be greatly magnified in the inversion process with yielding poor numerical results. In the present analysis, the sophisticated Stehfest’s algorithm is used for the numerical inversion. If $\tilde{f}(s)$ is the Laplace-transform of $f(t)$, an approximate value $f_a$ of $f(t)$ for a specific time $t$ is given by

$$f_a(t) = \ln \frac{2}{t} \sum_{i=1}^{N} v_i \tilde{f} \left( \ln \frac{2}{t} i \right),$$  

(6.36)

where

$$v_i = (-1)^{N/2+i} \sum_{k=[(i+1)/2]}^{\min(i,N/2)} \frac{k^{N/2}(2k)!}{(N/2-k)!k!(k-1)!(i-k)!(2k-i)!},$$  

(6.37)

In numerical analyses, we have considered $N = 10$ for single precision arithmetic. It means that for each time $t$ it is needed to solve $N$ boundary
value problems for the corresponding Laplace-transform parameters \( s = i \ln 2/t \), with \( i = 1, 2, \ldots, N \). If \( M \) denotes the number of the time instants in which we are interested to know \( f(t) \), the number of the Laplace-transform solutions \( f(s_j) \) is then \( M \times N \).

6.3.2. Meshless local integral equations for heat conduction problems in plates

Consider a boundary value problem for the heat conduction problem in a continuously nonhomogeneous anisotropic medium, which is described by the governing equation:

\[
\rho(x)c(x)\frac{\partial \theta}{\partial t}(x, t) = \left[ k_{ij}(x)\theta_{,j}(x, t) \right]_i + Q(x, t),
\]

where \( \theta(x, t) \) is the temperature field, \( Q(x, t) \) is the density of body heat sources, \( k_{ij} \) is the thermal conductivity tensor, \( \rho(x) \) is the mass density and \( c(x) \) the specific heat.

Let the analyzed plate is denoted by \( \Omega \) with the top and bottom surfaces \( S^+ \) and \( S^- \), respectively. Arbitrary temperature or heat flux boundary conditions can be prescribed on all considered surfaces. The initial condition is assumed

\[ \theta(x, t)|_{t=0} = \theta(x, 0) \]

in the analyzed domain \( \Omega \).

The above stated problem has been recently solved by Qian and Batra\(^{35} \) by an approximate computational technique. The temperature field is expanded in the plate thickness direction by using Legendre polynomials as basis functions. The original 3-D problem is transformed into a set of 2-D problems there. In the present paper, a more general 3-D analysis based on the MLPG method is applied. The MLS approximation is used here. The approximations described in Sec. 2 for 2-D problems are still valid with only modification of basis polynomials as

\[
p^T(x) = [1, x_1, x_2, x_3], \text{ linear basis } m = 4,
\]

\[
p^T(x) = [1, x_1, x_2, x_3, x_1^2, x_2^2, x_3^2, x_1x_2, x_1x_3, x_2x_3, x_3x_1], \quad \text{quadratic basis } m = 10.
\]

Applying the Laplace transformation to the governing Eq. (6.38), one obtains

\[
[k_{ij}(x)\hat{\theta}_{,j}(x, s)]_i - \rho(x)c(x)s \hat{\theta}(x, s) = -\hat{F}(x, s),
\]

(6.40)
where

$$\bar{F}(x, s) = \bar{Q}(x, s) + \theta(x, 0)$$

is the redefined body heat source in the Laplace-transform domain with initial boundary condition for temperature and $s$ is the Laplace-transform parameter.

Again the weak form is constructed over local sub-domains $\Omega_a$, which is a small sphere taken for each node inside the global domain. The local weak form of the governing Eq. (6.39) for $x^a \in \Omega^a_a$ can be written as

$$\int_{\Omega^a_a} \left[ (k_{ij}(x)\bar{\theta}_j(x, s))_{1} - \rho(x)c(x)s \bar{\theta}(x, s) + \bar{F}(x, s) \right] \theta^*(x) d\Omega = 0, \quad (6.41)$$

where $\theta^*(x)$ is a weight (test) function.

Applying the Gauss divergence theorem to Eq. (6.41) we obtain

$$\int_{\partial\Omega^a_a} \bar{q}(x, s) \theta^*(x) d\Gamma - \int_{\Omega^a_a} \rho(x)c(x)s \bar{\theta}(x, s) \theta^*(x) d\Omega + \int_{\Omega^a_a} \bar{F}(x, s) \theta^*(x) d\Omega = 0, \quad (6.42)$$

where $\partial\Omega^a_a$ is the boundary of the local sub-domain and

$$\bar{q}(x, s) = k_{ij}(x)\bar{\theta}_j(x, s)n_l(x).$$

The local weak form (6.42) is a starting point to derive local boundary integral equations providing an appropriate test function selection. If a Heaviside step function is chosen as the test function $\theta^*(x)$ in each sub-domain

$$\theta^*(x) = \begin{cases} 1 & \text{at } x \in \Omega^a_a \\ 0 & \text{at } x \notin \Omega^a_a \end{cases}$$

the local weak form (6.42) is transformed into the following simple local boundary integral equation

$$\int_{\partial\Omega^a_a} \bar{q}(x, s) d\Gamma - \int_{\Omega^a_a} \rho(x)c(x)s \bar{\theta}(x, s) d\Omega = -\int_{\Omega^a_a} \bar{F}(x, s) d\Omega. \quad (6.43)$$

Equation (6.43) is recognized as the flow balance condition of the sub-domain. In stationary case there is no domain integration involved in the left hand side of this local boundary integral equation. If an assumption of zero body heat sources is made, a pure boundary integral formulation will be obtained.
The MLS is used for approximation of the heat flux \( \bar{q}(x, s) \)

\[
\bar{q}^h(x, s) = k_{ij} n_i \sum_{a=1}^{n} \phi_a^j(x) \hat{\theta}^a(s).
\]

Substituting the MLS-approximations into the local integral Eq. (6.43) the system of algebraic equations is obtained

\[
\sum_{a=1}^{n} \left( \int_{L+\Gamma_{sp}} n^T K^a(x) d\Gamma - \int_{\Omega_s} \rho c_s \phi^a(x) d\Omega \right) \hat{\theta}^a(s) = -\int_{\Gamma_{sq}} \bar{q}(x, s) d\Gamma - \int_{\Omega_s} \bar{R}(x, s) d\Omega,
\]

at interior nodes as well as to the boundary nodes with prescribed heat flux on \( \Gamma_{sq} \). In Eq. (6.44), we have used the notations

\[
K = \begin{bmatrix} k_{11} & k_{12} & k_{13} \\ k_{12} & k_{22} & k_{23} \\ k_{13} & k_{23} & k_{33} \end{bmatrix}, \quad P^a(x) = \begin{bmatrix} \phi^a_1 \\ \phi^a_2 \\ \phi^a_3 \end{bmatrix}, \quad n^T = (n_1, n_2, n_3).
\]

The time dependent values of the transformed quantities can be obtained by an inverse Laplace-transform. In the present analysis, the Stehfest’s inversion algorithm\(^{31}\) is used.

6.4. Analyses of Orthotropic FGM Shells Under Mechanical and Thermal Load

Consider a linear elastic orthotropic shallow shell of constant thickness \( h \) and with its mid-surface being described by \( x_3 = f(x_1, x_2) \) in a domain \( \Omega \) with the boundary contour \( \Gamma \) in the base plane \( x_1 - x_2 \). The shell is subjected to a transient dynamic load \( q_i(x, t) \). The Reissner–Mindlin bending theory\(^{34}\) is used to describe the shell deformation. The total displacements of the shell are given by the superposition of the bending deformations and the membrane deformations. Then, the spatial displacement field \( u_i \) and strains \( \varepsilon_{ij} \) caused by bending are the same as for a plate and they are given by Eqs. (6.11) and (6.12), respectively. The constitutive Eq. (6.15) is valid for bending stresses \( \sigma_{ij} \) also here.

The membrane strains have the form\(^{35}\)

\[
\varepsilon_{\alpha\beta} = \frac{1}{2} (u_{\alpha,\beta} + u_{\beta,\alpha}) + \delta_{\alpha\beta} k_{\alpha\beta} w_3,
\]

(6.46)
where \( k_{\alpha\beta} \) are the principal curvatures of the shell in \( x_1 \)- and \( x_2 \)-directions with the assumption \( k_{12} = k_{21} = 0 \), and \( u_\alpha \) are the in-plane displacements. The summation convention is not assumed in Eq. (6.46).

Then, the membrane stresses are given as

\[
\begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix} = D(x) \begin{bmatrix}
\varepsilon_{11} \\
\varepsilon_{22} \\
2\varepsilon_{12}
\end{bmatrix} - \begin{bmatrix}
\gamma_{11} \\
\gamma_{22} \\
0
\end{bmatrix} \theta(x_1, x_2, 0, t), \quad (6.47)
\]

where

\[
D(x) = \begin{bmatrix}
E_1/e & E_1\nu_{21}/e & 0 \\
E_2\nu_{12}/e & E_2/e & 0 \\
0 & 0 & G_{12}
\end{bmatrix}.
\]

The bending moments \( M_{\alpha\beta} \), the shear forces \( Q_\alpha \) are defined by Eqs. (6.17) and the normal forces \( N_{\alpha\beta} \) by

\[
\begin{bmatrix}
N_{11} \\
N_{22} \\
N_{12}
\end{bmatrix} = \int_{-h/2}^{h/2} \begin{bmatrix}
\sigma_{11} \\
\sigma_{22} \\
\sigma_{12}
\end{bmatrix} dx_3. \quad (6.48)
\]

Substituting Eqs. (6.46) and (6.47) into the force resultants (6.48) yields the expression of the normal forces \( N_{\alpha\beta} \) \((\alpha, \beta = 1, 2)\) in terms of the deflection and the lateral displacements of the orthotropic shell

\[
\begin{bmatrix}
N_{11} \\
N_{22} \\
N_{12}
\end{bmatrix} = P \begin{bmatrix}
u_{1,1} \\

u_{2,2} \\
u_{1,2} + u_{2,1}
\end{bmatrix} + \begin{bmatrix}
Q_{11} \\
Q_{22} \\
0
\end{bmatrix} \theta_{11} \begin{bmatrix}
\gamma_{11} \\
\gamma_{22} \\
0
\end{bmatrix} \theta_{11} - \begin{bmatrix}
\theta_{12} \\
\theta_{22} \\
0
\end{bmatrix}, \quad (6.49)
\]

where

\[
\theta_{\alpha\beta} = \int_{-h/2}^{h/2} \gamma_{\alpha\beta}\theta(x, x_3, t)dx_3,
\]

\[
P = \begin{bmatrix}
E_1^*/e & E_1^*\nu_{12}/e & 0 \\
E_2^*\nu_{12}/e & E_2^*/e & 0 \\
0 & 0 & G_{12}^*
\end{bmatrix},
\]

\[
\begin{bmatrix}
Q_{11} \\
Q_{22} \\
0
\end{bmatrix} = \begin{bmatrix}
(k_{11} + k_{22}\nu_{12})E_1^*/e \\
(k_{11}\nu_{12} + k_{22})E_2^*/e \\
0
\end{bmatrix}. \quad (6.50)
\]
Using the Reissner’s linear theory of shallow shells, the equations of motion may be written as

\[ M_{\alpha\beta}(x, t) - Q_{\alpha}(x, t) = \frac{\rho h^3}{12} \bar{w}_{\alpha}(x, t), \]
\[ Q_{\alpha,\alpha}(x, t) - k_{\alpha\beta} N_{\alpha\beta}(x, t) + q_3(x, t) = \rho h \ddot{w}_3(x, t), \]
\[ N_{\alpha\beta,\beta}(x, t) + q_{\alpha}(x, t) = \rho \ddot{u}_{\alpha}(x, t), \quad x \in \Omega. \]  

(6.51)

To eliminate the time variable \( t \) in the governing equations, the Laplace-transform is applied to Eq. (6.51). Then, one obtains

\[ \hat{M}_{\alpha\beta}(x, s) - \hat{Q}_{\alpha}(x, s) = \frac{\rho h^3}{12} s^2 \bar{w}_{\alpha}(x, s) - \hat{R}_{\alpha}(x, s), \]  
\[ \hat{Q}_{\alpha,\alpha}(x, s) - k_{\alpha\beta} \hat{N}_{\alpha\beta}(x, s) = \rho h^2 \ddot{w}_3(x, s) - \hat{R}_3(x, s), \]  
\[ \hat{N}_{\alpha\beta,\beta}(x, s) = \rho s^2 \dot{u}_{\alpha}(x, s) - \hat{R}_{\alpha}'(x, s), \]  

(6.52)

(6.53)

(6.54)

where \( s \) is the Laplace-transform parameter, and \( \hat{R}_{\alpha}, \hat{R}_3 \) and \( \hat{R}_{\alpha}' \) are given by

\[ \hat{R}_{\alpha}(x, s) = \frac{\rho h^3}{12} [s w_{\alpha}(x) + \dot{w}_{\alpha}(x)], \]
\[ \hat{R}_3(x, s) = \hat{q}_3(x, s) + \rho h s w_3(x) + \rho h \dot{w}_3(x), \]
\[ \hat{R}_{\alpha}'(x, s) = \hat{q}_{\alpha}(x, s) + \rho s u_{\alpha}(x) + \rho \ddot{u}_{\alpha}(x), \]

with \( w_k(x), u_{\alpha}(x), \dot{w}_k(x) \) and \( \ddot{w}_\alpha(x) \) representing the initial values of the bending and the membrane displacements and their respective velocities.

Again the MLPG method constructs the weak-form over local subdomains \( \Omega_s \)

\[ \int_{\Omega_s} \left[ M_{\alpha\beta}(x, s) - Q_{\alpha}(x, s) - \frac{\rho h^3}{12} s^2 \bar{w}_{\alpha}(x, s) \right. \]
\[ + \hat{R}_{\alpha}(x, s) \]  
\[ \left. w_{\alpha'}(x) d\Omega = 0, \right) \]  

(6.55)
\[
\int_{\Omega'_1} [\tilde{Q}_{\alpha, \alpha}(x, s) - k_{\alpha \beta} \tilde{N}_{\alpha \beta}(x, s) - \rho s^2 \bar{w}_3(x, s) \\
+ \tilde{R}_3(x, s)] w_3^*(x) d\Omega = 0,
\]

(6.56)

\[
\int_{\Omega'_1} [\tilde{N}_{\alpha \beta, \beta}(x, s) - \rho s^2 \tilde{u}_{\alpha}(x, s) + \tilde{R}'_{\alpha}(x, s)] u_{\alpha \beta}^*(x) d\Omega = 0.
\]

(6.57)

Applying the Gauss divergence theorem to local weak forms and choosing the test functions as a unit step function with support in the current sub-domain, one obtains local boundary-domain integral equations

\[
\int_{\partial \Omega'_1} \tilde{M}_\alpha(x, s) d\Gamma - \int_{\Omega'_1} \tilde{Q}_\alpha(x, s) d\Omega \\
- \int_{\Omega'_1} \frac{\rho h^3}{12} s^2 \tilde{w}_\alpha(x, s) d\Omega + \int_{\Omega'_1} \tilde{R}_\alpha(x, s) d\Omega = 0,
\]

(6.58)

\[
\int_{\partial \Omega'_1} \tilde{Q}_\alpha(x, s) n_\alpha(x) d\Gamma - \int_{\Omega'_1} k_{\alpha \beta}(x) \tilde{N}_{\alpha \beta}(x, s) d\Omega \\
- \int_{\Omega'_1} \rho s^2 \bar{w}_3(x, s) d\Omega + \int_{\Omega'_1} \tilde{R}_3(x, s) d\Omega = 0,
\]

(6.59)

\[
\int_{\partial \Omega'_1} \tilde{T}_\alpha(x, s) d\Gamma - \int_{\Omega'_1} \rho s^2 \tilde{u}_{\alpha}(x, s) d\Omega + \int_{\Omega'_1} \tilde{R}'_{\alpha}(x, s) d\Omega = 0.
\]

(6.60)

where

\[
\tilde{T}_\alpha(x, s) = \tilde{N}_{\alpha \beta}(x, s) n_\beta(x).
\]

(6.61)

Similar to approximation of rotations and deflection, one can utilize the approximation for the in-plane displacements as

\[
\tilde{u}^h(x, s) = \Phi^T(x) \cdot \bar{u}(s) = \sum_{a=1}^{n} \phi^a(x) \tilde{u}^a(s).
\]

(6.62)

The bending moment and shear forces are approximated by Eqs. (6.31) and (6.32), respectively. The traction vector can be approximated similarly

\[
\tilde{T}(x, s) = N_1(x) P(x) \sum_{a=1}^{n} B^a(x) u^a(s) \\
+ J(x) \sum_{a=1}^{n} \phi^a(x) \tilde{w}_3^a(s) - \bar{\Theta}(x, s).
\]

(6.63)
where the vector $\mathbf{u}^* (s)$ is defined as a column vector

$$
\mathbf{u}^* (s) = [\hat{u}_1^*(s), \hat{u}_2^*(s)]^T, \quad \mathbf{\Phi}(x, s) = [\bar{\theta}_{11}n_1, \bar{\theta}_{22}n_2]^T,
$$

$$
\mathbf{J}(x) = [Q_{11}n_1, Q_{22}n_2]^T, \\
\mathbf{B}^a(x) = \begin{bmatrix}
\phi_1^a & 0 \\
0 & \phi_2^a \\
\phi_2^a & \phi_1^a
\end{bmatrix}.
$$

We need to approximate also

$$
k_{\alpha\beta}(x)\bar{N}_{\alpha\beta}(x, s) = \mathbf{K}(x)^T\mathbf{P}(x) \sum_{a=1}^n \mathbf{B}^a(x)\mathbf{u}^*(s)
$$

$$
+ O(x) \sum_{a=1}^n \phi^a(x)\bar{w}_a^3(s) \\
- \bar{\theta}_{11}(x)k_{11}(x) - \bar{\theta}_{22}(x)k_{22}(x), \quad (6.64)
$$

where

$$
\mathbf{K}(x) = \begin{bmatrix}
k_{11} \\
k_{22} \\
2k_{12}
\end{bmatrix}, \\
O(x) = Q_{11}(x)k_{11}(x) + Q_{22}(x)k_{22}(x).
$$

Furthermore, in view of the MLS approximations (6.31), (6.32) and (6.63) for the unknown fields in the local boundary-domain integral equations (6.58)–(6.60), we obtain their discretized forms as

$$
\sum_{a=1}^n \left[ \int_{L_i + \Gamma_i}s \mathbf{N}_a(x)\mathbf{B}^*_a(x)d\Gamma \\
- \int_{\Omega_i} \left( C(x) + \frac{\rho k^3(x)}{12} \right) \phi^a(x)d\Omega \right] \mathbf{w}^*(s)
$$

$$
- \sum_{a=1}^n \left[ \int_{\Omega_i} \mathbf{C}(x)\mathbf{F}^a(x)d\Omega \right] \bar{w}_a^3(s)
$$

$$
= \int_{L_i + \Gamma_i}s \mathbf{H}(x, s)d\Gamma - \int_{\Gamma_i}s \mathbf{M}(x, s)d\Gamma - \int_{\Omega_i}s \mathbf{R}(x, s)d\Omega, \quad (6.65)
$$
\[
\sum_{a=1}^{n} \left[ \int_{\partial \Omega_i} C_n(x) \phi^a(x) d\Gamma \right] w^a(s) \]
\[
- \mathbf{K}(x)^T \mathbf{P}(x) \sum_{a=1}^{n} \left[ \int_{\Omega_i} \mathbf{B}^a(x) d\Omega \right] \mathbf{u}^a(s) \]
\[
+ \sum_{a=1}^{n} \left[ \int_{\partial \Omega_i} C_n(x) \mathbf{F}^a(x) d\Gamma - \int_{\Omega_i} O(x) \phi^a(x) d\Omega \right] \]
\[
- \rho h s^2 \int_{\Omega_i} \phi^a(x) d\Omega \right] \hat{w}^a(s) \]
\[
= \int_{\Omega_i} \left[ \bar{\theta}_{11}(x, s) k_{11} + \bar{\theta}_{22}(x, s) k_{22} \right] d\Omega - \int_{\Omega_i} \bar{F}_3(x, s) d\Omega, \quad (6.66) \]
\[
\sum_{a=1}^{n} \left[ \int_{L_i + \Gamma_{isW}} \mathbf{N}_1(x) \mathbf{P}(x) \mathbf{B}^a(x) d\Gamma - \rho h s \int_{\Omega_i} \phi^a(x) d\Omega \right] \mathbf{u}^a(s) \]
\[
+ \sum_{a=1}^{n} \left[ \int_{L_i} \mathbf{J}(x) \phi^a(x) d\Omega \right] \hat{w}^a(s) \]
\[
= \int_{L_i + \Gamma_{isM}} \mathbf{\Theta}(x, s) d\Gamma - \int_{\Gamma_{isP}} \bar{\mathbf{T}}(x, s) d\Gamma - \int_{\Omega_i} \mathbf{R}'(x, s) d\Omega. \quad (6.67) \]

Recall that the discretized local boundary-domain integral equations (6.65)–(6.67) are considered on the sub-domains adjacent to the interior nodes \(x_i\) as well as to the boundary nodes on \(\Gamma_{sw}\) and \(\Gamma_{su}\). For the source point \(x_i^*\) located on the global boundary \(\Gamma\) the boundary of the sub-domain \(\partial \Omega_i\) is composed of the interior and the boundary portions \(L_i\) and \(\Gamma_{isM}\), respectively, or alternatively of \(L_i\) and \(\Gamma_{isP}\), with the portions \(\Gamma_{isM}\) and \(\Gamma_{isP}\) lying on the global boundary with prescribed bending moments or stress vector, respectively. Equations (6.65) and (6.67) are vector equations for the two components of rotations and in-plane displacements, respectively. Then, the set of Eqs. (6.65)–(6.67) represents 5 equations at each node for five unknown components, namely, two rotations, one out-of-plane deflection and two in-plane deflections.

It should be noted here that there are neither Lagrange-multipliers nor penalty parameters introduced into the local weak-forms (6.55)–(6.57) because the essential boundary conditions on \(\Gamma_{sw}\) or \(\Gamma_{su}\) can be imposed...
directly by using the MLS approximations (6.30) and (6.62)

\[
\sum_{a=1}^{n} \phi^{a}(x) \tilde{w}^{a}(s) = \tilde{w}(x^{i}, s) \quad \text{for} \quad x^{i} \in \Gamma_{sw}^{i},
\]

(6.68)

\[
\sum_{a=1}^{n} \phi^{a}(x) \tilde{u}^{a}(s) = \tilde{u}(x^{i}, s) \quad \text{for} \quad x^{i} \in \Gamma_{su}^{i},
\]

(6.69)

where \(\tilde{w}(x^{i}, s)\) and \(\tilde{u}(x^{i}, s)\) are the Laplace-transforms of the generalized displacement vector prescribed on the boundary \(\Gamma_{sw}^{i}\) and \(\Gamma_{su}^{i}\), respectively. The MLS approximation does not possess Kronecker-delta property in the present form. If a singular weight function were introduced into the MLS approximation, the Kronecker-delta property would be recovered. In such a case instead of fictitious nodal values one would use the nodal values of the generalized displacements in the approximations (6.30) and (6.62) with assuming such nodal values being prescribed on \(\Gamma_{sw}^{i}\) and \(\Gamma_{su}^{i}\), respectively.

For essential boundary conditions only one column in the matrix form of Eqs. (6.68) or (6.69) has prescribed quantities and other ones are zero. For a clamped shell all three vector components (two rotations and one deflection) and two components of the in-plane displacements are vanishing at the fixed edge and only Eqs. (6.68) and (6.69) are used at the boundary nodes in such a case. On the other hand, for a simply supported shell only the third component of the generalized displacement vector (i.e. the deflection) is prescribed and the rotations are unknown. Then, equations (6.65) and (6.67) together with Eq. (6.68) for the third vector component are applied for a point on the global boundary. If no geometrical boundary conditions are prescribed on the part of the boundary, all three local integral equations (6.65)–(6.67) are applied.

6.5. Numerical Examples

In this section, numerical results are presented for plates and shells under mechanical or thermal loads. Both stationary and transient boundary conditions with the Heaviside time dependence are considered here. In order to test the accuracy, the numerical results obtained by the present method are compared with the results provided by the FEM-NASTRAN code using a very fine mesh. Clamped and simply supported boundary conditions are considered. In all numerical calculations, FGM plates and shells with isotropic and orthotropic material properties are analyzed.
6.5.1. Plates

Consider a clamped square plate with a side-length \(a = 0.254\) m and plate thicknesses \(h/a = 0.05\). The plate is subjected to a uniformly distributed static load. Firstly, isotropic material properties of the FGM plate are considered. The following material parameters on top side of the plate are used in numerical analysis: Young’s moduli \(E_{2t} = 0.6895 \times 10^{10}\) N/m\(^2\), \(E_{1t} = E_{2t}\), Poisson’s ratios \(\nu_{21} = 0.3\), \(\nu_{12} = 0.3\). Linear and quadratic variations of volume fraction \(V\) defined in equation (4) are considered here, and Young’s moduli on the bottom side are: \(E_{1b} = E_{1t}/2\) and \(E_{2b} = E_{2t}\).

In our numerical calculations, 441 nodes with a regular distribution were used for the approximation of the rotations and the deflection (Fig. 6.5). If \(s\) is the distance of two neighboring nodes, then the radius of the circular sub-domain is chosen as \(r_{loc} = 0.4s\) and the radius of the support domain for node \(a\) is \(r_a = 4r_{loc}\). Smaller values of the support domain lead to lower approximation accuracy, and larger values of the support domain prolong the computational time for the evaluation of the shape functions. More detailed analyses on the influence of the support domain on computational accuracy can be found in the monograph of Atluri.\(^{20}\)

The variation of the deflection with the \(x_1\)-coordinate at \(x_2 = a/2\) of homogeneous and FGM plates are presented in Fig. 6.6.

The deflection value is normalized by the corresponding central deflection of an isotropic plate with homogeneous material properties identical to the ones on the top of the FGM plate. For a uniformly

![Fig. 6.5. Node distribution for numerical analyses of a clamped square plate.](image)
Fig. 6.6. Isotropic clamped square plates under a uniform static load: Variation of the deflection with the $x_1$-coordinate at $x_2 = a/2 = \text{const.}$

distributed load $q_0 = 300 \text{ psi}(2.07 \times 10^6 \text{ Nm}^{-2})$ we have $w_3^{\text{hom}}(a/2) = 8.842 \times 10^{-3} \text{ m}$. Since Young’s modulus on bottom side is considered to be smaller than on the top one, deflection for FGM plate is larger than for homogenous plate with material properties corresponding to the top side, $E_{2t} = 0.6895 \times 10^{10} \text{ N/m}^2$. The numerical results are compared with the results obtained by the FEM-ANSYS code with a fine mesh of 400 quadrilateral eight-node shell elements for a quarter of the plate. The variation of the bending moment $M_{11}$ is presented in Fig. 6.7.

Here, the bending moments are normalized by the central bending moment value corresponding to a homogeneous isotropic plate $M_{11}^{\text{hom}}(a/2) = 3064 \text{ Nm}$. The variation of material properties through the plate thickness has practically no influence on the bending moment. Bending moments in homogeneous and FGM plates are almost the same. Minimal differences between them are caused by numerical inaccuracies.

Next, orthotropic FGM clamped plate is analyzed. The following material parameters are used in numerical analysis: Young’s moduli $E_{2t} = 0.6895 \times 10^{10} \text{ N/m}^2$, $E_{1t} = 2E_{2t}$, Poisson’s ratios $\nu_{21} = 0.15$, $\nu_{12} = 0.3$. The used shear moduli correspond to Young’s modulus $E_2$, namely, $G_{12} = G_{13} = G_{23} = E_2/(1 + \nu_{12})$. A quadratic variation of the volume fraction $V$ is considered with Young’s moduli on the bottom side are: $E_{1b} = E_{1t}/2$ and
Fig. 6.7. Isotropic clamped square plates under a uniform static load: Variation of the bending moment with the $x_1$-coordinate at $x_2 = a/2$ = const.

$E_{1b} = 2E_{2b}$. Variation of the deflection with the $x_1$-coordinate at $x_2 = a/2$ of homogeneous (dashed line) and FGM (solid line) plates are presented in Fig. 6.8.

The deflection value is normalized by the corresponding deflection at the center of an isotropic homogeneous plate with material constants given above and $E_{1t} = E_{2t}$. One can observe that the deflection value is reduced for an orthotropic plate if one of the Young’s moduli is increased. However, the deflection value of FGM plate is larger than that of the homogeneous plate with material properties identical to those on the top of the FGM plate, characterized by larger Young’s moduli. Variation of the bending moment along $(x_1, a/2)$ for an orthotropic FGM plate is presented in Fig. 6.9. In an orthotropic plate, the absolute values of the bending moment at the plate center and at the center of the clamped side are higher than those occurring in an isotropic plate, for both homogeneous and FGM plates.

A simply supported isotropic thick square plate under an impact load with Heaviside time variation is analyzed. The used geometrical and material parameters are the same as in the static case. For the numerical modelling, we have used again 441 nodes with a regular distribution.
Fig. 6.8. Orthotropic clamped square plates under a uniform static load: Variation of the deflection with the $x_1$-coordinate at $x_2 = a/2 = \text{const.}$

Fig. 6.9. Orthotropic clamped square plates under a uniform static load: Variation of the bending moment with the $x_1$-coordinate at $x_2 = a/2 = \text{const.}$
The time variation of the central deflection at $x_1 = x_2 = a/2$ for both homogeneous and FGM plates are presented in Fig. 6.10. The deflection value is normalized by the central deflection of a homogeneous plate under a static load, $w_{3\text{hom}}(a/2) = 28.29 \cdot 10^{-3}$ m. The time variable is normalized by a characteristic time $t_0 = a^2/4\sqrt{\rho h/D} = 1.35 \cdot 10^{-2}$ s corresponding to homogeneous plate, too. The MLPG results for a homogeneous plate are compared with those obtained by FEM-ANSYS computer code, where 400 quadrilateral eight-node shell elements with 1000 time increments have been used. A good agreement between both the numerical results is achieved. A quadratic variation of the volume fraction $V$ is considered for FGM plate with Young’s moduli on the bottom side as: $E_{1b} = E_{1t}/2$ and $E_{2b} = E_{2t}$. The oscillation of the plate deflection for FGM plate is moderated relatively to a homogeneous plate with higher flexural rigidity. The absolute value of the central deflection of FGM plate is larger than that of the homogeneous plate.

The time variation of the central bending moment $M_{11}$ is given in Fig. 6.11. The bending moment at the center of the plate is normalized by the quantity corresponding to a homogeneous plate under a static load, $M_{1\text{hom}}^{11}(a/2) = 6480$ Nm. In this case, the amplitudes of the bending moments for both FGM and homogeneous plates are almost the same.
However, in the FGM plate with smaller flexural rigidity, the peaks of the moment amplitudes occur at later time instants.

Next, the orthotropic FGM clamped plate under a uniform impact load with a Heaviside time dependence is analyzed. The material properties and geometry parameters are the same as in the static case analyzed above and mass density $\rho = 0.2589 \text{lb in}^{-3}(7.166 \times 10^3 \text{kgm}^{-3})$. Again a quadratic variation of the volume fraction $V$ is considered for the FGM plate. The time variation of the deflection at $x_1 = x_2 = a/2$ for both the isotropic and orthotropic FGM plates are presented in Fig. 6.12. The deflections are normalized by the static equivalent for the isotropic and homogeneous plate, $w_{11}^{\text{hom}}(a/2) = 8.842 \cdot 10^{-3} \text{m}$. The amplitudes of the deflections for the orthotropic plate are reduced with respect to the isotropic one, due to higher Young’s modulus $E_1$ for the orthotropic plate. However, the oscillations are more rapid for the orthotropic FGM plate.

The comparison of the time variations of bending moments for the isotropic and orthotropic plates is given in Fig. 6.13. Here, the bending moments are normalized by the bending moment at the center of the homogeneous isotropic plate under a static load, $M_{11}^{\text{hom}}(a/2) = 3064 \text{Nm}$. One can observe that the amplitudes of the bending moments in the
Fig. 6.12. Influence of orthotropic material properties on time variation of the deflection for a clamped square plates under a uniform impact load.

Fig. 6.13. Influence of orthotropic material properties on time variation of the bending moment for a clamped square plates under a uniform impact load.
orthotropic plate are larger than those in the isotropic plate. Again, more rapid oscillations are encountered in the orthotropic plate with higher flexural rigidity.

Next, a simply supported square plate under a thermal load is analyzed. On the top surface of the plate a uniformly distributed temperature \( \theta = 1 \) deg is prescribed. The bottom surface is kept at vanishing temperature. Orthotropic mechanical properties of the plate are considered with Young’s moduli like in a mechanical load case and the thermal expansion coefficients \( \alpha_{11} = \alpha_{22} = 1 \cdot 10^{-5} \) deg\(^{-1}\).

The variation of the deflection with the \( x_1 \)-coordinate at \( x_2 = a/2 \) of the plate is presented in Fig. 6.14 with assuming isotropic thermal expansion coefficients. Opposite to mechanical load case (Fig. 6.8) the deflection is not reduced in the orthotropic plate as compared with the isotropic plate. It is due to increasing equivalent load for orthotropic plate at the same temperature distributions in both cases.

The variations of the bending moment \( M_{11} \) for orthotropic plate are presented in Fig. 6.15. We consider orthotropic properties for Young’s moduli and for thermal expansion coefficients either isotropic or orthotropic. The bending moments are normalized by the central value for an isotropic plate. One can observe that orthotropic material properties of thermal expansion coefficient have a strong influence on the bending moment values.

Fig. 6.14. Influence of orthotropic material properties on the plate deflection.
A simply supported square plate with a side-length \( a = 0.254 \) m and the plate thicknesses \( h/a = 0.05 \) is considered. On the top surface of the plate a thermal shock \( \theta = H(t - 0) \) with Heaviside time variation is applied. If the ends of the plate are thermally insulated, a uniform temperature distribution on plate surfaces is given. The bottom surface is thermally insulated too. In such a case the temperature distribution is given by Carslaw and Jaeger\(^39\)

\[
\theta(x_3, t) = 1 - \frac{4}{\pi} \sum_{n=0}^{\infty} \frac{(-1)^n}{2n+1} \exp \left[ -\frac{(2n+1)^2 \pi^2 \kappa t}{4h^2} \right] \times \cos \left( \frac{(2n+1) \pi x_3}{2h} \right), \tag{6.70}
\]

where diffusivity coefficient \( \kappa = k/\rho c \), with thermal conductivity \( k = 100\,\text{W/m\,deg} \), mass density \( \rho = 7500\,\text{kg/m}^3 \) and specific heat \( c = 400\,\text{Ws/\,kg\,deg} \).

Isotropic material parameters are considered: Young’s moduli \( E_1 = E_2 = 0.6895 \times 10^{10}\,\text{N/m}^2 \), Poisson’s ratios \( \nu_{21} = \nu_{12} = 0.3 \), the thermal expansion coefficients \( \alpha_{11} = \alpha_{22} = 1 \times 10^{-5}\,\text{deg}^{-1} \). The used shear moduli correspond to Young’s modulus \( E_2 \), namely,

\[
G_{12} = G_{13} = G_{23} = E_2/(1 + \nu_{12}).
\]
Homogeneous and FGM properties with \( n = 2 \) are considered here. Numerical results for the central plate deflection are presented in Fig. 6.16. Deflections are normalized by the central deflection corresponding to stationary thermal distribution with \( \theta = 1 \) deg on the top plate surface and vanishing temperature on the bottom surface. For homogeneous material properties the corresponding stationary deflection is \( w_{stat}^3 = 0.4829 \times 10^{-5} \) m. One can observe that in the whole time interval deflection for a homogeneous plate is lower than in a stationary case. The stiffness of the FGM plate is lower than for a homogeneous one.

For homogeneous plate the deflection is approaching to zero for late time instants. It is opposite to FGM plate. The bending moment at the center of the plate \( M_{II}^{stat} = 0.4699 \) Nm is used as a normalized parameter in Fig. 6.17. The peak values of the bending moments for both homogeneous and FGM plates are almost the same. Since the deflection is not vanishing for late time instants at FGM plate, the bending moment is finite too.

### 6.5.2. Shells

A shallow spherical shell with a square contour and orthotropic material properties is investigated in the first example here (see Fig. 6.18). The shell is subjected to a uniformly distributed static load. The following orthotropic material parameters are used in our numerical analysis: Young’s moduli
Fig. 6.17. Time variation of the bending moment.

Fig. 6.18. Geometry and boundary conditions of the square shallow spherical shell.
$E_{2t} = 0.6895 \cdot 10^{10} \text{ N/m}^2$ and $E_{1t} = 2E_{2t}$, Poisson’s ratios $\nu_{21} = 0.15$ and $\nu_{12} = 0.3$. The used shear moduli correspond to Young’s modulus $E_2$ and Poisson’s ratio $\nu_{12}$, namely,

$$G_{12} = G_{13} = G_{23} = \frac{E_2}{2(1 + \nu_{12})}.$$  

A quadratic variation of the volume fraction is considered with Young’s moduli on the bottom side being $E_{1b} = E_{1t}/2$ and $E_{1b} = 2E_{2b}$. The mass density is taken as $\rho = 7.166 \times 10^3 \text{ kgm}^{-3}$. The following geometrical parameters are assumed: projected side-length of the shell $a = 0.254 \text{ m}$ and thickness of the shell $h = 0.0127 \text{ m}$.

In our numerical calculations, 441 nodes with a regular distribution are used for the approximation of the rotations and the deflection. The variation of the deflection with the $x_1$-coordinate at $x_2 = a/2$ of homogeneous (dashed line) and FGM (solid line) shells are presented in Fig. 6.19. The deflection is normalized by the corresponding deflection at the center of an isotropic homogeneous plate ($R = \infty$) with the material constants given above and $E_{1t} = E_{2t}$. For a uniformly distributed load $q_0 = 300 \text{ psi (or } 2.07 \times 10^6 \text{ N/m}^2)$ we have $w_\text{hom}^3(a/2) = 8.842 \cdot 10^{-3} \text{ m}$.

One can observe that the deflection value is reduced for an orthotropic shell if one of the Young’s moduli is increased. However, the deflection value of the FGM shell is larger than that of the homogeneous shell with the material properties identical to those on the top-surface of the FGM shell, characterized by larger Young’s moduli.

In the next example, a uniform loading with a Heaviside time variation is applied on the clamped square shallow spherical shell with isotropic material properties. The geometrical and material parameters are the same as in the static case. The time variations of the central deflection for both the homogeneous shell and the FGM shell are presented in Fig. 6.20. The deflection value is normalized by the static central deflection of an isotropic plate ($R = \infty$) with homogeneous material properties identical to those prevailing on the top-surface of the FGM shell. The time is normalized by $t_0 = a^2/4\sqrt{\rho h/D} = 1.35 \cdot 10^{-2} \text{ s}$. For the FEM analysis we have used 400 quadrilateral eight-node shell elements with 1000 time increments. One can observe a quite good agreement between both the MLPG and the FEM results. The central deflection is larger and its oscillation is slower for an FGM shell than for a homogeneous one with a higher flexural rigidity.

The time-variation of the central bending moment $M_{11}$ of the clamped square shallow spherical shell with curvatures $R/a = 10$ is presented in
Fig. 6.19. Variation of the deflection with the $x_1$-coordinate at $x_2 = a/2$ for a clamped orthotropic square shallow spherical shell: a) $R/a = 10$, b) $R/a = 5$.

Fig. 6.21. Small discrepancies of the present MLPG and the FEM results are observed here mainly for larger time instants. Presumably they are caused by the inaccuracy of the Laplace-inversion technique. However, the periodicity of the oscillations and the maximum values are almost the same for both the FEM and the MLPG results. The maximum values of the
Fig. 6.20. Time variation of the deflection at the center of a clamped isotropic square shallow spherical shell with $R/a = 10$ and subjected an impact loading.

Fig. 6.21. Time variation of the bending moment at the center of a clamped square shallow spherical shell with $R/a = 10$ and subjected to an impact loading.
bending moment $M_{11}$ for both the homogeneous shell and the FGM shell are almost the same. However, that value is lower for more curved shells with a larger curvature.

### 6.6. Conclusions

The following conclusions can be drawn from the present chapter:

1. A meshless local Petrov-Galerkin method is applied to orthotropic plates and shallow shells under static, dynamic and thermal loads. The behavior of the plates and shells is described by the Reissner–Mindlin theory, which takes the shear deformation into account.

2. The Laplace-transform technique is applied to eliminate the time variable in the coupled governing partial differential equations of the Reissner–Mindlin shell theory. The use of the Laplace-transform in the dynamic analysis converts the time-dependent problem to a set of quasi-static problems.

3. The analyzed domain is divided into small overlapping circular subdomains. A unit step function is used as the test function in the local weak-form. The derived local boundary-domain integral equations are nonsingular. The Moving Least-Squares (MLS) scheme is adopted for approximating the physical quantities.

4. The main advantage of the present method is its simplicity and generality. The used test function here is simpler than the fundamental solution for orthotropic shells. Therefore, the method seems to be promising for problems, which cannot be solved by the conventional BEM due to unavailable fundamental solutions. However, the computational time in the proposed method is larger since the shape function in the MLS approximation is much more complicated than in FEM using simple polynomials. It is due to the fact that the meshless approximation usually involves more nodes and the corresponding shape functions are more complex. However, by using a mixed formulation the radius of the support domain can be reduced to obtain the same accuracy as in the traditional approximation. A smaller size of the support domain decreases the bandwidth of the system matrix and the computational time is significantly reduced. Therefore, in future a mixed formulation will be applied to the present plate and shell analyses.

5. The proposed method can be further extended to nonlinear problems, where meshless approximations may have certain advantages over the conventional domain-type discretization approaches.
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This chapter introduces the boundary element technique for slow viscous and steady flows about N-particle clusters made of solid bodies and/or spherical bubbles. It aims at providing a guide to adequately handle the steps encountered when applying this technique to the Stokes equations. In addition to general basic properties of these equations (reciprocal identity, energy dissipation, unicity or not), key integral representations of the velocity and pressure fields are established together with the associated relevant boundary-integral equations. A numerical strategy appealing to so-called boundary elements is examined and a few benchmark tests against exact or very accurate semi-analytical solutions are presented to highlight the abilities of the method.

7.1. Introduction

As illustrated in Fig. 7.1, many basic applications in fluid mechanics today involve either unbounded or bounded multiphase flows for which a collection of so-called particles (solid bodies, bubbles or drops) moves in a suspending Newtonian (see Section 7.2.1) and homogeneous liquid under prescribed external effects (gravity, capillarity) and/or flow field. The liquid velocity and pressure fields are governed by the unsteady and non-linear Navier-Stokes equations. It is thus tremendously involved to determine each particle motion using direct numerical simulations. However, particles are often of small enough typical size so that inertial effects are negligible (see Section 7.2.1) whereas the characteristic time of diffusion of vorticity is much smaller than the characteristic time of the liquid flow. The suspending homogeneous Newtonian liquid, with uniform viscosity \( \mu \) and density \( \rho \), then admits quasi-steady velocity field \( \mathbf{u}_e + \mathbf{u} \) and pressure field \( p + p_e \) with
Fig. 7.1. A 2-particle cluster ($N = 2$) suspended in a Newtonian liquid near a solid plane wall $\Sigma$ and subject to the gravity $g$ and the ambient (steady Stokes) flow $(u_\text{e}, p_\text{e})$. $(u_\text{e}, p_\text{e})$ prevailing in the absence of the cluster and the disturbances $(u, p)$ obeying the steady Stokes equations (see Section 1.2.1)

$$\mu \nabla^2 u_\text{e} = \nabla p_\text{e} \quad \text{and} \quad \nabla \cdot u_\text{e} = 0 \quad \text{in} \quad D, \quad (7.1)$$

with $g$ the gravity and $D$ the steady liquid domain. The far-field behaviour in (7.2) is required far from the cluster in any direction where $D$ is not bounded. The flow $(u_\text{e}, p_\text{e})$ is prescribed and one looks at $(u, p)$ subject to (7.2) and additional boundary conditions on the cluster's surface (which depend on each particle's nature as illustrated by (7.3) and (7.5)–(7.6)) and, if any, on other surfaces bounding the liquid. This has been achieved in the considerable literature$^{1,2}$ using either analytical or numerical methods depending upon the external flow $(u_\text{e}, p_\text{e})$ and the number, nature and shapes of the particles and boundaries. If analytical results are available for solid sphere and ellipsoids$^{3–8}$ experiencing a given rigid-body translation or rotation, this is not the case for non-ellipsoidal solid particles. The disturbed flow $(u, p)$ about a moving solid sphere with centre $O$ and radius $a$ immersed in a general external steady Stokes flow $(u_\text{e}, p_\text{e})$ has been solved using spherical harmonics.$^8$ The sphere with surface $S$ moving at prescribed translational velocity $U$ (the velocity of the centre $O$) and angular velocity $\Omega$ is found by solving (7.2) together with the no-slip condition

$$u(x) = -u_\text{e}(x) + U + \Omega \wedge x \quad \text{for} \quad M \quad \text{on} \quad S \quad \text{with} \quad x = OM, \quad (7.3)$$

to experience the following net force $F$ and torque $C$, with respect to $O$,

$$F = 6\pi \mu a [u_\text{e}(O) + \frac{a^2}{6} \nabla^2 u_\text{e}(O) - U], \quad C = 4\pi \mu a^3 [\nabla \wedge u_\text{e}(O) - 2\Omega]. \quad (7.4)$$

A single spherical bubble with radius $a$ and centre $O$ does not rotate and thus may solely translate at the velocity $U$. One this time solves (7.2) for
other boundary conditions on the bubble surface $S$. Denoting by $\sigma$ and $\sigma_e$ the stress tensors (defined by (7.12)) of the flows $(u, p)$ and $(u_e, p_e)$, it is then required that

$$u \cdot n = [U - u_e] \cdot n \text{ on } S \quad (7.5)$$

$$\sigma \cdot n - [n \cdot \sigma \cdot n] n = [n \cdot \sigma_e \cdot n] n - \sigma_e \cdot n \text{ on } S. \quad (7.6)$$

Solving (7.2) with (7.5)–(7.6) shows\(^9,^{10}\) that the spherical bubble experiences a zero net torque about $O$ and a net force $F$ given by

$$F = 4\pi \mu a \left[ u_e(O) - U \right]. \quad (7.7)$$

The Stokes flow $(u, p)$ about one spherical solid body or bubble experiencing a given rigid-body motion or translation, respectively in the vicinity of a plane and solid or fluid-fluid interface in absence of external flow $(u_e, p_e)$ has been obtained by using bipolar coordinates.\(^{11}\) Those coordinates also made it possible to deal with two spherical solid bodies\(^{12–17}\) or one spherical solid immersed in a liquid bounded by a plane solid wall\(^{18–20}\) or a spherical cavity.\(^{21,22}\) The case of a bubble near a fluid-fluid interface has been treated in a similar fashion in Ref. 23. Like (7.4) and (7.7) the obtained results provide excellent benchmark tests for other numerical approaches to be employed for different boundaries and/or for a collection of arbitrarily-shaped solid bodies and/or spherical bubbles. One possible and so-called singularity procedure\(^{24,25}\) puts inside each particle some singularities obeying (7.2) but lacks a theoretical guide to efficiently select those singularities (type and location) and estimate the achieved accuracy. The closely-connected collocation and multipole methods\(^{26–29}\) share the same drawbacks. By contrast, the boundary element method\(^{30}\) offers considerable merits. It spreads suitable singularities on the cluster’s boundary whose density are obtained by inverting a few boundary-integral equations on this surface and therefore solely requires to mesh the cluster’s surface. On theoretical grounds it goes back to Ref. 31 whilst its first efficient numerical implementation for a solid particle seemingly is due to Ref. 32. Since, the ability of the technique to nicely handle the case of clusters of solid bodies, bubbles or drops has been emphasized in many works.\(^{30}\)

This chapter smoothly introduces the boundary element technique by successively addressing each step usually encountered when running this approach. More precisely, basic assumptions, solutions and properties of steady Stokes flows $(u, p)$ governed by (7.2) are first examined in Section 7.2 and Section 7.3. The key integral representations of the velocity and
pressure disturbances $u$ and $p$ together with the resulting boundary-integral equations are established in Section 7.4. A possible numerical strategy is proposed in Section 7.5 whereas a few illustrating benchmark tests are reported in Section 7.6. Finally, Section 7.7 closes the chapter by adding a few concluding remarks.

7.2. Stokes Equations. First Properties and Simple Solutions

This section introduces the steady Stokes equations and a few properties and basic solutions.

7.2.1. Assumptions. Navier-Stokes equations. Reynolds number and Stokes approximation

We consider, as already sketched in Fig. 7.1, $N \geq 1$ particles $P_n$ immersed in a Newtonian and homogeneous liquid occupying the domain $D$. Each particle $P_n$ is either a solid body with arbitrary shape or a spherical bubble. It has attached point $O_n$ and smooth boundary $S_n$ on which the unit normal vector $n$ is directed into $D$. The particles and fluid motions are examined with respect to a given laboratory framework with attached Cartesian coordinates $(O, x_1, x_2, x_3)$. The boundary $\partial D$ of $D$ reduces to $S = \bigcup_{n=1}^{N} S_n$ or $S \cup \Sigma$ if the liquid is not bounded or bounded by a surface $\Sigma$, respectively. On $\Sigma$, which is either closed (liquid bounded by a cavity) or not (open fluid domains), the normal $n$ is also directed into the liquid.

We henceforth use the usual tensor summation convention with $x = OM = x_i e_i$ for unit vectors $e_i$, being such that $e_i e_j = \delta_{ij}$ with $\delta$ being the Kronecker symbol. At time $t$ and at $x$ in $D$ the homogeneous Newtonian liquid subject to the gravity $g$ has velocity $v(x,t) = v_i(x,t)e_i$ and pressure $P(x,t)$ governed by the unsteady Navier-Stokes equations \[7.8\]

$$\nabla \cdot v = 0 \quad \text{and} \quad \rho \left( \frac{\partial v}{\partial t} + (v \cdot \nabla)v \right) = -\nabla P + \rho g + \mu \nabla^2 v \text{ in } D.$$  

Those equations, to be supplemented with far-field behaviours for $(v,P)$ in directions where $\partial D$ is not bounded and initial and boundary conditions on $\partial D$, are time-dependent and non-linear and thus intricate to solve.

If the particles have length scale $a$ and the velocity $v$ has typical magnitude $V$ one can introduce, in absence of external forcing, a typical time scale $\tau = a/V$ and the dimensionless Reynolds number $\Re = \rho a V/\mu$. 

Under these notations, one readily obtains
\[ \rho |(v, \nabla)v| = O(Re) |\mu \nabla^2 v|, \quad \rho \frac{d\boldsymbol{v}}{dt} = O(Re) |\mu \nabla^2 v|. \] (7.9)
As \( Re \rightarrow 0 \), the inertial term \( \rho (v, \nabla)v \) and \( \rho \frac{d\boldsymbol{v}}{dt} \) are neglected in (7.8) which results in the steady low-Reynolds-number or Stokes equations
\[ \nabla \cdot \boldsymbol{v} = 0 \quad \text{and} \quad \mu \nabla^2 u = \nabla P - \rho \mathbf{g} \quad \text{in} \ D. \] (7.10)
Assuming that \( (\mathbf{u}_e, p_e) \) is a steady Stokes flow, i.e. it obeys (7.1), the linearity of (7.10) suggests that the velocity \( u = v - u_e \) and pressure \( p = P - p_e \) should be introduced. The perturbation flow \( (\mathbf{u}, p) \) fulfills the steady Stokes equations
\[ \nabla \cdot u = 0 \quad \text{and} \quad \mu \nabla^2 u = \nabla p \quad \text{in} \ D \] (7.11)
and vanishes far from the cluster where the liquid is not bounded. Using the notation \( f_{ij} = \frac{\partial f}{\partial x_i} \), we cast (7.11) into another form by introducing the rate-of-strain and stress tensors \( \mathbf{e} \) and \( \sigma \) associated with \( (\mathbf{u}, p) \). Setting \( u_i = u_e e_i \), these tensors admit the following Cartesian components
\[ e_{ij} = (u_{i,j} + u_{j,i})/2, \quad \sigma_{ij} = -p \delta_{ij} + 2\mu e_{ij}. \] (7.12)
Using (7.12), the Stokes equations (7.11) indeed become
\[ \nabla \cdot u = 0 \quad \text{and} \quad \nabla \cdot \sigma = 0 \quad \text{in} \ D \quad \text{or} \quad u_{j,j} = 0 \quad \text{and} \quad \sigma_{ij,j} = 0 \quad \text{in} \ D. \] (7.13)

7.2.2. First properties and noticeable solutions
As it stands, (7.13) does not impose any far-field or boundary condition for \( (\mathbf{u}, p) \) and thus admits many solutions. Moreover, it is linear, therefore permitting one to build solutions by combining auxiliary ones. Combining (7.13) with the definitions (7.12) also shows that \( p \) is harmonic in the liquid domain, i.e. that \( \Delta p = p_{,ii} = 0 \) in \( D \) under the notation \( f_{,ij} = (f_{,i})_{,j} \). Finally, three classes of trivial solutions with uniform pressure arise:

1. Solution 1: \( p \) uniform and \( \mathbf{u} = \nabla \phi \) with \( \phi \) harmonic. Indeed, (7.13) is readily satisfied under the property \( \Delta \phi = 0 \).

2. Solution 2: \( p \) uniform and \( \mathbf{u} = \mathbf{a} \wedge \nabla \phi \) with arbitrary harmonic function \( \phi \) and (constant) vector \( \mathbf{a} = a_j e_j \). Indeed, \( u_i = \mathbf{u} \cdot e_i = \epsilon_{ijk} a_j \phi_{,k} \) with \( \epsilon \) the usual permutation tensor. Hence, \( \nabla \cdot \mathbf{u} = \Delta u_i = 0 \) for \( \phi \) harmonic.

3. Solution 3: \( p \) uniform and \( \mathbf{u} = \mathbf{a} \wedge \mathbf{x} \) with a constant vector \( \mathbf{a} \).
The Solutions 1 and 3 immediately provide the key illustrating examples detailed below:

(i) A rigid-body motion \( \mathbf{u}(\mathbf{x}) = \mathbf{U} + \mathbf{\Omega} \times \mathbf{x} \) with uniform vectors \( \mathbf{U} \) and \( \mathbf{\Omega} \) reads \( \mathbf{u}(\mathbf{x}) = \nabla \phi + \mathbf{\Omega} \times \mathbf{x} \) with \( \phi = \mathbf{U} \cdot \mathbf{x} \) harmonic. Thus, a rigid-body motion is a steady Stokes flow with uniform pressure.

(ii) The steady Stokes flow \((\mathbf{u}, p)\) about a sphere, with radius \( a \) and center \( O \), rotating at the angular velocity \( \mathbf{\Omega} \) in a quiescent and unbounded liquid is \( p = 0 \) and \( \mathbf{u} = a^3 \mathbf{\Omega} \times \mathbf{x}/r^3 \) for \( r = |\mathbf{x}| > a \) \( (\mathbf{u} = \mathbf{\Omega} \times \nabla \phi_3 \) with \( \phi_3 = -a^3/r \) harmonic for \( r > a \)). On the sphere’s surface, the resulting traction \( \mathbf{f} = \sigma \cdot \mathbf{n} \) is tangent and reads

\[
\mathbf{f} = \sigma \cdot \mathbf{n} = -3 \mu (\mathbf{\Omega} \times \mathbf{x})/a \text{ on } S. \quad (7.14)
\]

The net force \( \mathbf{F} \) and torque \( \mathbf{C} \) (about center \( O \)) then read

\[
\mathbf{F} = \int_S \mathbf{f} d\mathbf{S} = 0, \quad \mathbf{C} = \int_S \mathbf{x} \times \mathbf{f} d\mathbf{S} = -8\pi \mu a^3 \mathbf{\Omega}. \quad (7.15)
\]

7.3. General Solution. Singularities. Singularity Method and Illustrating Examples

This section gives the general form of solutions to (7.13) and a few additional solutions. It also pays attention to the singularity method which is employed to treat the case of a translating spherical solid sphere or bubble.

7.3.1. General form of a steady Stokes flow

The exhibited Solutions 1 and 2 appeal to one harmonic function \( \phi \). As established in Ref. 33, a general solution \((\mathbf{u}, p)\) to (7.13) actually depends upon seven harmonic functions \( \varphi, \Phi_1, \Phi_2, \Phi_3, \psi_1, \psi_2, \psi_3 \). More precisely, under the notations \( \Phi = \Phi_i e_i \) and \( \Psi = \Psi_i e_i \), it reads

\[
\mathbf{u} = \nabla (\mathbf{x} \cdot \Phi) - 2 \Phi + \nabla \varphi + \nabla \times \Psi, \quad p = 2 \mu \nabla \cdot \Phi \text{ in } \mathcal{D}. \quad (7.16)
\]

The derivation of (7.16) is available in Ref. 33. The solutions 1, 2 and 3 are retrieved for the only non-zero contributions \( \varphi = \phi, \Psi = -\phi a \) and \( \Phi = -\mathbf{\Omega} \times \mathbf{x}/2 \). Moreover, less than seven harmonic functions are needed as soon as symmetries exist (two harmonic functions are sufficient for axisymmetric
Stokes flows\textsuperscript{33}). Finally, (7.16) yields the following basic properties:

1. Property 1: Like any harmonic function, the flow \((u, p)\) is smooth and admits derivatives of any order in the entire liquid domain.
2. Property 2: The pressure \(p\) is harmonic and of specific form (7.16). This latter property is further exploited in Section 7.3.2.2.
3. Property 3: Both \(p\) and \(|u|\) vanish as \(r = |x|\) becomes large in directions where \(D\) is not bounded. Using the behaviour of harmonic functions (7.16) then shows that \(p\) and \(|u|\) at least behave in those directions like \(1/r^2\) and \(1/r\), respectively. Such far-field behaviours are exploited in Section 7.3.2.2.

7.3.2. Examples of singularity solutions in an unbounded domain

We examine solutions defined for \(r > 0\) that vanish as \(r\) becomes large. These solutions, singular at the origin \(O\) and called singularities, are employed in the singularity method introduced in Section 7.3.3.

7.3.2.1. Potential velocity fields

We look in the domain \(r > 0\) at Solutions 1 vanishing far from \(O\). We take \(p = 0\) and \(u = \nabla \varphi\) in (7.16) and discard the trivial case \(\varphi\) uniform. Since \(\Delta \varphi = 0\) a possible choice is \(\varphi = -d/r\) with \(d\) being a constant. The resulting pressure, velocity and stress components read

\[ p = 0, \quad u_i = dx_i/r^3, \quad \sigma_{ij} = 2\mu d[\delta_{ij}/r^3 - 3x_i x_j/r^5]. \tag{7.17} \]

The potential flow (7.17) is singular at \(r = 0\) and induced by a so-called source point at \(O\). The flow rate \(q\) through and the net force \(F\) and torque \(C\) exerted on a closed and arbitrary (due to (7.13)) fluid surface that encloses \(O\) and has a unit normal vector \(n\) directed outside are

\[ q := \int_S u.n\, dS = s, \quad F := \int_S \sigma.n\, dS = 0, \quad C := \int_S \mathbf{x} \wedge \sigma.n\, dS = 0. \tag{7.18} \]

By linearity, one obtains other potential Stokes flows (Solutions 1 with \(p = 0\)) by combining derivatives of this flow. As an example, let us introduce a potential dipole located at \(O\) for which the potential function is
$\varphi = -d_k x_k / r^3$. For this dipole, the flow and stress tensor obey

$$u_i = d_k \left[ \frac{3 x_i x_k}{r^5} - \frac{\delta_{ik}}{r^3} \right], \quad \sigma_{ij} = \frac{d_k}{6\mu} \left\{ \frac{\delta_{ik} x_j + \delta_{ij} x_k + \delta_{jk} x_i}{r^5} - 5 \frac{x_i x_j x_k}{r^7} \right\}.$$  \hfill (7.19)

Further differentiating the source (7.17) provides potential quadrupole, octupole and general multipole singularities located at the pole $O$ producing more and more quickly decaying velocity and stress tensor far from $O$. For those potential dipoles and flows, it is clear that $q = 0$ and $F = C = 0$.

### 7.3.2.2. Rotational velocity fields

The previous singularities yield potential Stokes flows but, of course, rotational singularities also exist. One can think about Solution 2 with $p$ uniform and $u = a \wedge \nabla \phi$ for $\phi$ given by differentiating the harmonic function $1/r$ as many times as desired. By virtue of (7.16), another class of solutions with a non-uniform pressure is obtained by setting $p = 2\mu[\Phi_{1,1} + \Phi_{2,2} + \Phi_{3,3}]$ for three harmonic functions $\Phi_i$. Since $p$ is required to vanish far from $O$ it is necessary to first select $p = 2\mu s_k x_k / r^3$ with $s = s_k e_k$ a constant vector. Anticipating further results (see Section 7.4.1.1), one associated Stokes flow is given by

$$p = 2\mu s_k x_k / r^3, \quad u_i = s_k \left[ \frac{\delta_{ik}}{r} + \frac{x_i x_k}{r^3} \right], \quad \sigma_{ij} = -6\mu x_i x_j x_k s_k / r^5.$$  \hfill (7.20)

The velocity and stress are singular at the pole $O$ and this singularity is called a Stokeslet with intensity $s$. The mass flux $q$, net force $F$ and torque $C$ about the pole $O$ for a closed fluid surface $S$ enclosing $O$ read

$$q = 0, \quad F = \int_S \sigma \cdot n dS = -8\pi \mu s, \quad C = \int_S x \wedge \sigma \cdot n dS = 0.$$  \hfill (7.21)

Again, other singularities are obtained by differentiating the Stokeslet solution resulting at the Stokeslet doublet, the Stokeslet quadrupole and, in general, Stokeslet multipoles.\(^{30}\)

\(^{30}\)Other solutions are readily obtained by adding any divergence-free velocity field $w$ obeying $\nabla^2 w = 0$ for $r > 0$ and quiescent far from $O$. 

A. Sellier
7.3.3. Singularity method and examples

Each previous singularity induces at \( x \) a pressure \( p_s(x) \), a velocity \( u_s(x) \) and a stress tensor \( \sigma_s(x) \). When located at another pole \( y \), the singularity produces the fields \( p_s(x - y), u_s(x - y) \) and \( \sigma_s(x - y) \) at \( x \), such that \( |x - y| > 0 \). The singularity method obtains the exterior fluid flow \((u, p)\) governed by (7.11) by putting a collection of singularities outside the liquid domain \( D \), i.e. inside the particles \( P_n \) and elsewhere outside \( D \) if there exists a boundary \( \Sigma \) (recall Fig. 7.1). The intensity of given (number, nature and location) singularities is obtained by enforcing boundary conditions (similar to (7.3) or (7.5)–(7.6)) at points on the cluster’s surface \( S \) and on \( \Sigma \). The flow \((u, p)\) is subsequently approximated in the liquid by using the determined singularities. Unfortunately, there is no recipe to select the number, nature and location of the singularities to adequately control the error for \((u, p)\). For a single solid sphere or prolate spheroid, more and more singularities are required for complex external flows \((u_e, p_e)\), and studies\(^{24,30} \) also reveal the sensitivity to the choice of singularities.

Sometimes the singularity method is exact. This is the case for a spherical particle (solid or bubble) with center \( O \) and radius \( a \) translating at the velocity \( U \) in a quiescent liquid. The liquid flow \((u, p)\) vanishing far from \( O \) is produced by putting, at \( O \), a Stokeslet and a potential dipole with unknown intensity \( s \) and \( d \), respectively. In other words, one sets

\[
p = 2\mu s_k x_k / r^3, \quad u_i = s_k \left[ \frac{\delta_{ik}}{r} + \frac{x_i x_k}{r^3} \right] + d_k \left[ \frac{3x_i x_k}{r^5} - \frac{\delta_{ik}}{r^3} \right] \quad \text{for } r > 0.
\]

(7.22)

For a solid sphere with surface \( S \), the boundary condition \( u = U \) at \( r = a \) and (7.21) immediately give

\[
s = 3aU/4, \quad d = -a^3U/4, \quad F = \int_S \sigma \cdot n dS = -6\pi\mu aU. \tag{7.23}
\]

Using (7.22) also gives the surface traction \( f = \sigma \cdot n \) on \( S \), and the exerted hydrodynamic \( F \) and torque \( C \) about \( O \). One easily obtains

\[
f = \sigma \cdot n = -3\mu U/[2a] \text{ on } S, \quad F = -6\pi\mu aU, \quad C = \int_C \mathbf{x} \times f dS = 0.
\]

(7.24)
For a spherical bubble with boundary $S$, using the conditions (7.5)–(7.6) for $u_e = 0$ and $\sigma_e = 0$ this times provides $d = 0$ and

$$s = \frac{aU}{2}, \quad f = \sigma \cdot n = -\frac{3\mu (U \cdot x) x}{a^4}, \quad F = \int_S \sigma \cdot n dS = -4\pi \mu a U. \quad (7.25)$$

7.3.4. General properties

This section presents additional general and key properties of the solutions to (7.13). These properties will be exploited in Section 7.4.

7.3.4.1. Reciprocal identity

Let us consider two arbitrary steady Stokes flows $(u, p)$ and $(u', p')$ governed by (7.13). The following so-called reciprocal identity then holds

$$\int_{\partial D} u \cdot \sigma' \cdot n dS = \int_{\partial D} u' \cdot \sigma \cdot n dS. \quad (7.26)$$

Here, we recall that $D = S \cup \Sigma$ with $S$ being the cluster’s surface. If $D$ is bounded whatever the direction one obtains for $n$ directed into the liquid and using the divergence theorem

$$\int_{\partial D} [u \cdot \sigma' - u' \cdot \sigma] dS = \int_D [u'_i \sigma_{ij} - u_i \sigma'_{ij}] j d\Omega. \quad (7.27)$$

The identity (7.26) holds since, using (7.12)–(7.13), one arrives at $[u'_i \sigma_{ij} - u_i \sigma'_{ij}] j = 0$. If $D$ is not bounded in some directions, then $\Sigma$ is not bounded. For $R > 0$ large enough, one selects a closed cavity $\Sigma_R \cup \Sigma_R$ containing the cluster and made of a bounded subset of $\Sigma$, here denoted by $\Sigma_R$, and a subset $\Sigma_R$ of the spherical surface $r = R$. The liquid domain in the cavity is bounded by $S \cup \Sigma_R \cup \Sigma_R$ for which the relation (7.26) thus holds. As $R$ becomes large, the contribution over $S_R$ vanishes due to the far-field behaviours of the Stokes flows $(u, p)$ and $(u', p')$ (see Property 3 given in Section 7.3.1) and $\Sigma_R$ tends to $\Sigma$. Hence, (7.26) also holds for $D$ not totally bounded.

7.3.4.2. Energy dissipation and unicity of the solution

For a steady Stokes flow $(u, p)$ solution to (7.13), one introduces the rate of dissipation of mechanical energy $E$ at the flow boundary as

$$E = \int_{\partial D} u \cdot \sigma \cdot n dS. \quad (7.28)$$
Using the divergence theorem, (7.12)–(7.13), and the auxiliary surface \( S_R \) when the liquid domain is not totally bounded yields

\[
E = -\int_D [u_i \sigma_{ij}]_j d\Omega = -\int_D (u_{i,j} \sigma_{ij}) d\Omega
\]

\[
= -\mu \int_D (u_{i,j} + u_{j,i})(u_{i,j} + u_{j,i}) d\Omega \leq 0. \tag{7.29}
\]

The result (7.29) permits one to discuss the unicity of a solution \((u, p)\) to (7.13) when supplemented with boundary conditions on \( S \cup \Sigma \) and, if need, vanishing far from the cluster (unbounded flow domain \( D \)). We assume these additional boundary conditions on \( S \cup \Sigma \) to read \( \mathcal{L}(u, p) = d \) with \( \mathcal{L} \) a linear operator and \( d \) a prescribed data. Upon introducing another flow \((u', p')\) governed by (7.13) and those boundary conditions, the difference \( u'' = u' - u, p'' = p' - p \) obeys the Stokes equations and the homogenous conditions \( \mathcal{L}(u', p') = 0 \). Whenever these latter conditions yield \( u'' \cdot \sigma'' \cdot n = 0 \) on \( S \cup \Sigma \), the relation (7.29) shows that the continuous\(^b\) rate-of-strain tensor \( \varepsilon'' \) (recall (7.12)) is zero in \( D \). Since only rigid-body motions have a zero rate-of-strain tensor, \( \varepsilon'' \) is written as \( \varepsilon'' = U'' + \Omega'' \wedge x \) and the pressure \( p'' \) is uniform in \( D \). Several different cases, dictated by the boundary conditions required on \( S \cup \Sigma \) for the flow \((u, p)\), then arise:

1. **Case 1:** Not totally bounded domain \( D \). The homogeneous far-field condition shows that \( u'' \) and \( p'' \) vanish in \( D \) and \((u, p)\) is thus unique.

2. **Case 2:** Domain \( D \) enclosed by a cavity. The solution \((u, p)\) is then not-necessarily unique, as shown below:

   (i) If each velocity component \( u'_i, e_i \) vanishes on a subset \( A_i \) of \( S \cup \Sigma \), it vanishes in \( D \) with \( u \) unique and \( p \) defined up to an arbitrary constant.

   (ii) If the previous conditions break down, \((u, p)\) is unique up to an arbitrary rigid-body flow. For instance, this arises if one provides the traction \( f = \sigma \cdot n \) for the flow \((u, p)\) on the entire boundary \( S \cup \Sigma \).

### 7.3.4.3. Basic application

Both (7.26) and (7.29) admit straightforward applications. One example is given by the motion of a single particle \( P \) (solid body or spherical bubble) with attached point \( O \) and surface \( S \) immersed in the external steady Stokes

\(^b\)Note that \( \varepsilon'' \) is regular in the liquid domain \( D \) (see Property 1 in Section 7.3.1).
flow \((u_e, p_e)\) bounded by a solid and motionless surface \(\Sigma\) (for instance a plane solid wall or a closed and solid cavity) where \(u_e\) vanishes. The disturbed flow \((u_e + u, p_e + p)\) fulfills a no-slip condition on \(\Sigma\) and tends to \((u_e, p_e)\) far from the particle. Accordingly, the disturbance \((u, p)\) obeys

\[
\nabla u = 0, \quad \nabla^2 u = \nabla p \quad \text{in} \quad D; \quad (u, p) \rightarrow (0, 0) \quad \text{at infinity}, \quad u = 0 \quad \text{on} \quad \Sigma.
\]

(7.30)

It exerts on the particle the net hydrodynamic force \(F\) and torque \(C\)

\[
F = \int_S \sigma \cdot n \, dS, \quad C = \int_S x \wedge \sigma \cdot n \, dS
\]

(7.31)

and obeys on \(S\) conditions related to the particle’s nature. For a solid body moving at the translational and angular velocities \(U\) and \(\Omega\), one prescribes

\[
u = -u_e + U \wedge x \quad \text{on} \quad S
\]

(7.32)

and it is worth introducing six auxiliary steady Stokes flows \((u^{(i)}_T, p^{(i)}_T)\) and \((u^{(i)}_R, p^{(i)}_R)\) with stress tensors \(\sigma^{(i)}_T\) and \(\sigma^{(i)}_R\), respectively. Those flows obey (7.30) and (7.32) for \(u_e = 0\) with \((U, \Omega) = (e_i, 0)\) for \((u^{(i)}_T, p^{(i)}_T)\) and \((U, \Omega) = (0, e_i)\) for \((u^{(i)}_R, p^{(i)}_R)\). The auxiliary flows are produced by a translation or a rotation of the particle. Setting \(f^{(i)}_L = \sigma^{(i)}_L \cdot n \) on \(S\) for \(L = T, R\) and exploiting (7.26) for those flows and the flow \((u, p)\) then yields

\[
F e_i = \int_S u f^{(i)}_T \, dS = U \int_S f^{(i)}_T \, dS + \Omega \int_S [x \wedge f^{(i)}_T] \, dS - \int_S u_e f^{(i)}_T \, dS,
\]

(7.33)

\[
C e_i = \int_S u f^{(i)}_R \, dS = U \int_S f^{(i)}_R \, dS + \Omega \int_S [x \wedge f^{(i)}_R] \, dS - \int_S u_e f^{(i)}_R \, dS.
\]

(7.34)

For a spherical bubble translating at the velocity \(U\) without rotating, the flow \((u, p)\) this time obeys the boundary conditions

\[
u \cdot n = [U - u_e] \cdot n \quad \text{on} \quad S
\]

\[
\sigma \cdot n - [n \cdot \sigma] n = [n \cdot \sigma_e] n - \sigma_e \cdot n \quad \text{on} \quad S
\]

(7.35)

(7.36)

which suggests that three Stokes flows \((u^{(i)}_T, p^{(i)}_T)\) governed by (7.30) and (7.35)-(7.36) for \(u_e = \sigma_e \cdot n = 0\) and \(U = e_i\) should be introduced.
The applied torque is zero and the net force $\mathbf{F}$ is obtained by using the decompositions

$$\mathbf{F}_i = \int_S [\mathbf{e}_i - (\mathbf{e}_i \cdot \mathbf{n})] \cdot \mathbf{\sigma} \cdot \mathbf{n} - (\mathbf{n} \cdot \mathbf{\sigma} \cdot \mathbf{n}) \mathbf{n}] dS + \int_S (\mathbf{e}_i \cdot (\mathbf{n} \cdot \mathbf{\sigma} \cdot \mathbf{n})) dS,$$

(7.37)

$$A_i := \int_S \mathbf{u}_i^{(i)} \cdot \mathbf{n} dS = \int_S (\mathbf{e}_i \cdot (\mathbf{n} \cdot \mathbf{\sigma} \cdot \mathbf{n})) dS + \int_S [\mathbf{u}_i^{(i)} - (\mathbf{u}_i^{(i)} \cdot \mathbf{n})] \cdot \mathbf{n} - (\mathbf{n} \cdot \mathbf{\sigma} \cdot \mathbf{n}) \mathbf{n} + (\mathbf{u}_e \cdot \mathbf{n}) \mathbf{n} - (\mathbf{n} \cdot \mathbf{\sigma} \cdot \mathbf{n}) \mathbf{n}] dS,$$

(7.38)

$$B_i := \int_S \mathbf{u}_i^{(i)} \cdot \mathbf{n} dS = \int_S [\mathbf{U} - \mathbf{u}_e] \cdot \mathbf{n} \mathbf{n} - (\mathbf{n} \cdot \mathbf{\sigma} \cdot \mathbf{n}) \mathbf{n} - (\mathbf{u}_e \cdot \mathbf{n}) \mathbf{n} - (\mathbf{n} \cdot \mathbf{\sigma} \cdot \mathbf{n}) \mathbf{n}] dS.$$

(7.39)

Indeed, (7.26) shows that $A_i = B_i$. Combining (7.37), (7.38) and (7.39) then provides

$$\mathbf{F}_i = \int_S (\mathbf{U} \cdot \mathbf{n}) (\mathbf{n} \cdot \mathbf{\sigma}^{(i)} \cdot \mathbf{n}) dS$$

(7.40)

Using $f_1^{(i)}$ given by (7.25) provides (7.7) and, for a solid sphere, (7.4) is gained by injecting (7.24) into (7.33)–(7.34). In the absence of external flow (7.33)–(7.34) and (7.40) also read $\langle \mathbf{F}, \mathbf{C} \rangle = -\mu \mathbf{M}_s (\mathbf{U}, \Omega)$ and $\mathbf{F} = -\mu \mathbf{M}_b \mathbf{U}$ with $6 \times 6$ and $3 \times 3$ square matrices $\mathbf{M}_s$ and $\mathbf{M}_b$. Exploiting (7.26) and (7.29) also shows that such matrices are symmetric and definite-positive.

### 7.4. Integral Representations for the Pressure and Velocity Fields. Resulting Boundary Integral Equations

We introduce in this section Green’s solutions and integral representations of the velocity and pressure fields for a steady flow governed by (7.13). This permits one to subsequently establish key boundary-integral equations.

#### 7.4.1. Green solution

Henceforth we denote by $D'$ the domain consisting of both the particles and $D$. As seen in Fig. 7.1, this domain is either the entire space or bounded by a surface $\Sigma$. The steady Stokes flow $(\mathbf{v}, q)$ induced by a point force of
intensity \( t \) placed at the pole \( y \) in \( D' \) obeys

\[
\mu \nabla^2 v = \nabla q - \delta_{3d}(x - y)t, \quad \nabla \cdot v = 0 \text{ in } D'
\]  

(7.41)

where \( \delta_{3d}(x - y) = \delta_d(x_1 - y_1)\delta_d(x_2 - y_2)\delta_d(x_3 - y_3) \) if \( y_i = y.e_i \) with \( \delta_d \) the usual Dirac pseudo-function. The so-called Green or fundamental solution \((v, q)\) is not unique: one can add a constant pressure and a divergence-free velocity \( w \) such that \( \nabla^2 w = 0 \). It is, however, possible to retain a solution linearly depending upon the vector \( t \). More precisely, for such a solution \((v, q)\), with stress tensor \( \sigma \), there exist so-called Green pressure vector \( P \), second-rank Green velocity tensor \( G \) and third-rank Green stress tensor \( T \) with Cartesian components \( P_j, G_{ij} \) and \( T_{ijk} \)

\[
q(x) = \frac{P_j(x, y)t_j}{8\pi}, \quad v_i(x) = \frac{G_{ij}(x, y)t_j}{8\pi \mu}, \quad \sigma_{ik}(x) = \frac{T_{ijk}(x, y)t_j}{8\pi}
\]

(7.42)

with, by virtue of the definition (7.12), the link

\[
T_{ijk}(x, y) = -\delta_{ik}P_j(x, y) + G_{ij,k}(x, y) + G_{kj,i}(x, y).
\]

(7.43)

In view of (7.43), it is then sufficient in practice to obtain the vector \( P \) and the velocity tensor \( G \).

7.4.1.1. Free-space Green tensor

When \( D' \) is the entire space, it becomes easy to obtain the Green tensor. Recalling that \( \Delta(\phi) + \delta_{3d}(x - y) = 0 \) for \( \phi(x, y) = [4\pi|x - y|]^{-1} \), one gets

\[
\Delta q - \delta_{3d,i}(x - y)t_i = 0, \quad \Delta \phi, i(x, y) + \delta_{3d,i}(x - y) = 0.
\]

(7.44)

Thus, the pressure \( q \) obeys

\[
\Delta[q + t.\nabla \phi] = 0.
\]

(7.45)

For the desired flow \((v, q)\) linear in \( t \), defined in the entire space \(|x - y| > 0\) and vanishing far from the pole \( y \), one accordingly selects \( q = -t.\nabla \phi \). Consequently, for \( x \neq y \) the velocity component \( v_i \) satisfies

\[
4\pi \mu \Delta v_i = \left[ \frac{\delta_{ij}}{|x - y|} - \frac{3(x_i - y_i)(x_j - y_j)}{|x - y|^3} \right] t_j.
\]

(7.46)
Inspecting (7.46) then suggests seeking the solution linear in \( t \) in the form

\[
v_i(x) = \frac{1}{4\pi} \left[ \frac{b\delta_{ij}}{|x - y|} + \frac{c(x_i - y_i)(x_j - y_j)}{|x - y|^3} \right] t_j
\]  

(7.47)

where the constants \( b \) and \( c \) are determined by enforcing the divergence-free condition \( u_i = 0 \) and (7.46). This provides the widely-employed and so-called free-space Oseen–Burgers’ solution

\[
G_{ij}^\infty(x, y) = \frac{\delta_{ij}}{|x - y|} + \frac{(x_i - y_i)(x_j - y_j)}{|x - y|^3},
\]

(7.48)

\[
P_j^\infty(x, y) = \frac{2(x_j - y_j)}{|x - y|^3}, \quad T_{ijk}^\infty(x, y) = -\frac{6(x_i - y_i)(x_j - y_j)(x_k - y_k)}{|x - y|^5}.
\]

(7.49)

The associated fundamental solution \((v, q)\) to (7.41), which might be also obtained by Fourier transform,\(^{34}\) agrees with the previously-proposed Stokeslet singularity (7.20). As revealed by (7.48)–(7.49), its pressure vector and velocity or stress tensors are singular as \( x \) tends to \( y \). Moreover, this singularity flow admits the following basic properties:

(i) Two symmetry properties. For any pair \((i, j)\) one has

\[
G_{ij}^\infty(x, y) = G_{ji}^\infty(y, x), \quad G_{ij}^\infty(x, y) = G_{ji}^\infty(x, y).
\]

(7.50)

(ii) For a prescribed pair \((i, k)\) the flow \( T_{ijk}^\infty(x, y)e_j \) is a steady Stokes flow with a pressure \( \Pi_{ik}^\infty(x, y) \) given by

\[
\Pi_{ik}^\infty(x, y) = 4\left\{ \frac{3(x_i - y_i)(x_k - y_k)}{|x - y|^5} - \frac{\delta_{ik}}{|x - y|^3} \right\}.
\]

(7.51)

7.4.1.2. Case of a bounded fluid domain

When \( \mathcal{D}' \) is bounded by \( \Sigma \) it is, of course, still possible to use the previous and simple Oseen–Burgers solution since (7.41) is free from boundary conditions. It is, however, worth (see Section 7.4.2) introducing another Green solution \((P_c, G_c, T_c)\) for which the associated flow \((v, q)\) satisfies (7.41) and additional boundary conditions on \( \Sigma \) (the ones imposed on the liquid flow \((u, p)\) solution to (7.2)). By superposition, another such Green

\(^{34}\)Since obtained by elementary algebra, the proof is left to the reader.
solution reads

\[ P^e_j(x, y) = P^\infty_j(x, y) + R_j(x, y), \tag{7.52} \]
\[ G^e_{ij}(x, y) = G^\infty_{ij}(x, y) + R_{ij}(x, y), \tag{7.53} \]
\[ T^e_{ijk}(x, y) = T^\infty_{ijk}(x, y) + R_{ijk}(x, y) \tag{7.54} \]

with functions \( R_j(x, y), R_{ij}(x, y) \) and \( R_{ijk}(x, y) \) selected so that \((v, q)\) satisfies the additional boundary conditions on \( \Sigma \). The steady Stokes flow associated with these functions obeys (7.13) and Property 1 given in Section 7.3.1 shows that \( R_j, R_{ij} \) and \( R_{ijk} \) are smooth and bounded in the entire domain \( \mathcal{D} \). Accordingly, the Green solution \((P^e, G^e, T^e)\) exhibits, as the observation point \( x \) tends to the pole \( y \), the singular behaviours (7.48)–(7.49). In addition, in any direction where the liquid domain is not bounded, the flow \((v, q)\) vanishes and, as \(|x - y|\) becomes large, the functions \( R_j, R_{ij} \) and \( R_{ijk} \) at least decay as \(|x - y|^{-1}\) for \( R_j \) or \(|x - y|^{-2}\) for \( R_{ij} \) and \( R_{ijk} \). Whenever the flow \((v, q)\), with stress tensor \( \sigma \), satisfies \( v \cdot \sigma \cdot n = 0 \) on the entire surface \( \Sigma \), it is also possible to introduce another second-rank pressure tensor \( \Pi^e_{ik}(x, y) \), and the symmetry property \( G^e_{ij}(x, y) = G^e_{ji}(y, x) \) holds.\textsuperscript{a}

In practice, it’s worth using the Green solution \((P^e, G^e, T^e)\) when at least the tensor \( G^e \) is known in a closed form permitting a straightforward numerical implementation. Except for a few simple surfaces \( \Sigma \) with specific boundary conditions it is, unfortunately, not possible to analytically determine \( G^e \). The most encountered case is the motionless and solid boundary \( \Sigma \) where one requires the velocity to vanish, i.e. \( G^e_{ij}(x, y) = 0 \) for \( x \) located on \( \Sigma \). The case of a solid and motionless plane wall was treated in Ref. 35. For a liquid in the \( x_3 > 0 \) domain, setting \( c_1 = c_2 = 1, c_3 = -1 \) and denoting by \( y'(y_1, y_2, -y_3) \) the symmetric of \( y(y_1, y_2, y_3) \) with respect to the \( x_3 = 0 \) plane wall \( \Sigma \),\textsuperscript{35} not only obtained the second-order velocity Green tensor components

\[
R_{ij}(x, y) = -\left\{ \frac{\delta_{ij}}{|y' - x|} + \frac{[(y' - x) \cdot e_j][|y' - x|]}{|y' - x|^3} \right\} \\
- \frac{2c_j(y \cdot e_3)}{|y' - x|^3} \left\{ \delta_{i3}(y' - x) \cdot e_j - \delta_{j3}(y' - x) \cdot e_i \right\} \\
+ (x \cdot e_3) \left\{ \delta_{ij} - \frac{3[(y' - x) \cdot e_j][|y' - x|]}{|y' - x|^2} \right\}, \tag{7.55} \]

\textsuperscript{a}A derivation for the simple case \( v = 0 \) on \( \Sigma \) is available in Ref. 30 and the announced extended results are obtained in a similar fashion.
but also, after gaining the pressure, computed the function \( R_{ijk} \) arriving at

\[
R_{ijk}(x, y) = -\frac{6[(y' - x).e_i][(y' - x).e_j][(y' - x).e_k]}{|y'|^3} - \frac{12c_j(y.e_3)}{|y'|^5} \times \left\{ \delta_{ij}[(y' - x).e_j][(y' - x).e_3] - \delta_{ij}[(y' - x).e_i][(y' - x).e_j] \right. \\
\left. -(x.e_3) \left( \delta_{ij}[(y' - x).e_j] + \delta_{ij}[(y' - x).e_j] + \delta_{ij}[(y' - x).e_j] \right) + \frac{5}{|y'|^5} \right\}.
\]

(7.56)

Result (7.55) has been exploited in Ref. 36 to deal with the migration of solid spheres in the vicinity of a plane solid wall under the action of an external shear flow.

When the boundary \( \Sigma \) is a spherical, solid and motionless cavity with center \( O \) and radius \( R \) it is also possible to calculate\(^7\) the velocity tensor \( G'(x, y) \) that vanishes for \( x \) on \( \Sigma \). Unfortunately, the analytical result obtained in\(^7\) is not suitable for a convenient and accurate numerical implementation. We therefore display below another equivalent formula, recently obtained and employed in Ref. 37 which is quite suitable for numerics. Introducing the notations

\[
y' = \frac{R^2 y}{|y|}, \quad t = \frac{y}{|y|}, \quad a = x - (x.t)t, \quad h = \frac{|x - y'||y|}{R},
\]

(7.57)

and the real constant \( A \) and vector \( A \) such as

\[
A = \left\{ \frac{x}{|x|} \times \frac{2R^2 x.t}{R^2 + Rh_+ |x||y|} \right\} / \{x.t\},
\]

(7.58)

\[
A = \left\{ \frac{2R^2 |y| + [R^4 h_+ R^2 |y||x|]}{R^2 + Rh_+ |y||x|} \right\} t.
\]

(7.59)

where superscripts or subscripts in (7.58)–(7.59) are used for \( x.t \geq 0 \) or \( x.t < 0 \), respectively. It has then been found that

\[
R_{ij}(x, y) = -\frac{\delta_{ij}}{h} - \frac{(x.e_i)(x.e_j)}{h^3} + \frac{(t.e_i)(t.e_j)}{h} \left[ \frac{|x|^2}{h^2} - 1 \right]
\]

\[
- \frac{2|y.t.x|}{h^3} (t.e_i)(t.e_j) + \left[ \frac{(t.e_i)(x.e_j) + (t.e_j)(x.e_i)}{h^3} \right]
\]

\[
\left[ \frac{(t.e_i)(x.e_j) + (t.e_j)(x.e_i)}{h^3} \right]
\]


As announced, and can be checked for (7.55) and (7.60), for a solid and motionless boundary $\Sigma$ the Green velocity tensor $G_c$ satisfies the symmetry property $G_{ij}^c(x,y) = G_{ji}^c(y,x)$. In summary, one should note that, depending upon the nature of the boundary $\Sigma$, the symmetry properties (7.50) might be not satisfied. However, the retained Green solution (7.42) exhibits in any case (bounded or not bounded liquid domain) the key behaviours
\begin{align}
P_j(x,y) \sim 2(x_i - y_i) & \frac{1}{|x-y|^3} \quad \text{as } x \rightarrow y, \\
G_{ij}(x,y) \sim & \frac{\delta_{ij} + (x_i - y_i)(x_j - y_j)}{|x-y|^3} \quad \text{as } x \rightarrow y, \\
T_{ijk}(x,y) \sim & -6(x_i - y_i)(x_j - y_j)(x_k - y_k) \frac{1}{|x-y|^5} \quad \text{as } x \rightarrow y.
\end{align}

In addition, in any direction where the liquid domain happens to be unbounded, one further requires the asymptotics
\begin{align}
|P_j^c(x,y)| \leq O(d^{-2}), \quad |G_{ij}^c(x,y)| \leq O(d^{-1}) \quad \text{as } d = |x-y| \rightarrow \infty, \quad (7.64) \\
|T_{ijk}^c(x,y)| \leq O(d^{-2}) \quad \text{as } d = |x-y| \rightarrow \infty. \quad (7.65)
\end{align}

Before closing this subsection, let us mention that Jones\textsuperscript{38} and Sellier and Pasol\textsuperscript{39} also established the Green tensor $G^c$ for a liquid domain bounded by two motionless and parallel planes (for two solid ones in Ref. 38 and for a thin film in Ref. 39).
7.4.2. General integral representation for the velocity field

Let us go back to the Stokes flow \((u, p)\) about \(N \geq 1\) particles \(P_n\) with surface \(S_n\) (see Fig. 7.1). This flow, with stress tensor \(\sigma\), obeys (7.13) and exerts a traction \(f = \sigma \cdot n = f_i e_i\) on the liquid boundary \(\partial D = \bigcup_{n=1}^{N} S_n \cup \Sigma\).

For a point \(x\) in \(D\) and an arbitrary vector \(t = t_j e_j\), we introduce the singularity flow \((u', p')\) induced by a point force with intensity \(t\) located at the pole \(x\). For this flow, the velocity and the pressure at any point \(y \neq x\) in the liquid thus read
\[
\begin{align*}
u'(y) &= G_{ij}(y, x) t_j e_i / [8\pi \mu], \\
p'(y) &= P_j(y, x) t_j / [8\pi].
\end{align*}
\] (7.66)

For \(\epsilon > 0\) and small enough, we introduce, as seen in Fig. 7.2, a spherical surface \(S_\epsilon\) with radius \(\epsilon\), center \(x\) and unit normal vector \(n\) directed into the liquid. Moreover, the domain enclosed by \(S_\epsilon\) lies entirely in \(D\). Exploiting, if needed, the far-field behaviours for \((u, p)\), with stress tensor \(\sigma\), the solution to (7.13) (see Property 2 in Section 7.3.1) and (7.64)–(7.65), the reciprocal identity (7.26) then immediately yields
\[
l_j \int_{\partial D} [\mu u_i(y) T_{ijk}(y, x) n_k(y) - G_{ij}(y, x) f_i(y)] dS(y) \\
+ \int_{S_\epsilon} [\mu u_i(y) T_{ijk}(y, x) n_k(y) - G_{ij}(y, x) f_i(y)] dS(y) = 0. \tag{7.67}
\]

From Section 7.3.1 we know that \(u\) is regular near \(x\). Under the behaviors (7.62)–(7.63), the integral over \(S_\epsilon\) in (7.67) is thus easily seen to tend to \(-8\pi \mu u_i(x)\) as \(\epsilon\) vanishes. Since each \(t_j\) is arbitrary, one thus ends up with the following key integral representation of the velocity field \(u\) in the entire
liquid domain
\[ u_j(x) = -\frac{1}{8\pi\mu} \int_{\partial\mathcal{D}} G_{ij}(y, x) f_i(y) dS(y) + \frac{1}{8\pi} \int_{\partial\mathcal{D}} u_i(y) T_{ijk} \times (y, x)n_k(y) dS(y) \quad \text{for } j = 1, 2, 3 \text{ and } x \in \mathcal{D}. \] (7.68)

The identity (7.68) clearly shows that it is possible to obtain the velocity field \( u \) in the liquid from the knowledge of solely two physical quantities on the entire boundary \( \partial\mathcal{D} \) of the liquid domain: the velocity \( u \) and the surface traction \( f = \sigma \cdot n \) arising in the second double-layer type or the first single-layer type integrations in (7.69), respectively. The integral representation (7.69) is general, since it applies to any selected Green velocity and associated stress tensors \( G \) and \( T \). These tensors are not unique when the liquid domain is bounded by a surface \( \Sigma \), and two cases occur:

(i) Standard Case: One employs the Oseen–Burgers Green solution (7.48)–(7.49). This is done when the liquid is not externally bounded with \( \partial\mathcal{D} = \bigcup_{n=1}^{N} S_n \) but also in the presence of a bounding surface \( \Sigma \).

(ii) Special Case: One resort s to another Green solution \( (\mathbf{P}^c, \mathbf{G}^c, \mathbf{T}^c) \) for a bounding surface \( \Sigma \). For example, if there is a no-slip condition on the boundary \( \Sigma \), the properties \( u(y) = 0 \) and \( \mathbf{G}^c(y, x) = 0 \) for \( y \) located on \( \Sigma \) make it possible to replace, in (7.68), the surface \( \partial\mathcal{D} = S \cup \Sigma \) with the cluster’s boundary \( S = \bigcup_{n=1}^{N} S_n \). For a numerical implementation of (7.68), such a trick has the main merit of involving a smaller surface. Indeed, the boundary \( \Sigma \) is often either unbounded or of a size so large that meshing it adequately would require to many nodal points.

### 7.4.3. Integral representation for the pressure field

The integral representation (7.68) for the velocity suggests deriving a similar identity for the pressure field \( p \). Since \( p \) is harmonic in the fluid domain, the usual second Green identity provides \( p \) in terms of the values of both \( p \) and \( \nabla p \cdot \mathbf{n} \) on the entire surface \( \partial\mathcal{D} \). Unfortunately, in practice there is no condition regarding the pressure supplementing (7.13) (note that, for instance, the pressure does not appear in the condition (7.6) required at a spherical bubble surface) and one is therefore unable to exploit the second Green identity for the harmonic function. Another treatment is thus required. It actually exploits (7.68) and, for the sake
of clarity, we again distinguish the previous standard and specific cases (i) and (ii).

(i) Standard Case: The basic property $G_{\infty}^{ij}(y,x) = G_{\infty}^{ji}(x,y)$ shows that the first term on the right-hand side of (7.68) is a distribution of Green singularities located on the surface $\partial D$. In addition, recalling (7.51) also shows that the second term in (7.68) is a steady Stokes flow inducing a pressure contribution obtained by combining, this time, pressure contributions $\Pi_{\infty}^{ik}(y,x)$ (see (7.51)). Accordingly, the resulting pressure integral representation in the liquid domain reads

$$p(x) = -\frac{1}{8\pi} \int_{\partial D} P_{i}^{\infty}(x,y) f_{i}(y) dS(y)$$
$$+ \frac{\mu}{8\pi} \int_{\partial D} u_{i}(y) \Pi_{\infty}^{ik}(x,y)n_{k}(y) dS(y) \quad \text{for } x \in D. \quad (7.69)$$

(ii) Specific Case: For that case, a bounding surface $\Sigma$ occurs. As earlier mentioned, the Green solution $(P^c, G^c, T^c)$ also obeys the property $G^{cij}(y,x) = G^{cji}(x,y)$ and admits another pressure tensor with components $\Pi^{cik}(x,y)$ as soon as one satisfies $[G^{cij}T^{jkl}](x,y)n_{k}(x) = 0$ for $x$ on $\Sigma$. Under such assumptions, it is clear that (7.69) then holds with superscripts $\infty$ replaced with $c$ for the same entire boundary $\partial D = S \cup \Sigma$. By contrast to the velocity representation, the boundary $\Sigma$ still arises in the pressure representation. Fortunately, for a solid and motionless boundary $\Sigma$, one has to replace, in (7.68) and thus also in (7.69), the surface $\partial D$ with the cluster’s boundary $S$. This approach, however, requires that the quantities $\Pi_{ik}^{c}$ be determined, which may be very involved. In addition, one should finally note that for other types of bounding surfaces $\Sigma$, one can at least resort to (7.69).

In summary, one builds a suitable pressure integral representation for any encountered problem by carefully inspecting the adopted velocity integral representation (7.68).

### 7.4.4 Relevant boundary-integral equations

As highlighted in Section 1.4.3, the flow $(u, p)$ with stress tensor $\sigma$, governed by (7.13), is obtained from the velocity $u$ and the surface traction $f = \sigma \cdot n$ on the boundary $\partial D$. These quantities are calculated by inverting a few relevant boundary integral equations established in this section.
7.4.4.1. Basic steps and key preliminary results

For a general problem (7.13), one successively faces the following steps:

(1) Step 1: The problem (7.13) is first supplemented with boundary conditions. One requires \((u_0, p_0)\) to vanish far from the cluster in any direction of unbounded liquid. Such a condition is already ensured by the integral representations adopted for \((u, p)\) (see, for instance, (7.68)–(7.69)). Additional boundary conditions are prescribed on the cluster’s surface \(S = \bigcup_{n=1}^{N} S_n\) and, if it exists, on the bounding surface \(\Sigma\). As seen in (7.4) and (7.5)–(7.6), these conditions depend upon the nature of the particles and \(\Sigma\).

As announced in the introduction, an external flow \((u_e, p_e)\) might be imposed on the liquid. This flow is assumed to be a steady Stokes flow in the entire domain \(D' = D \cup P_1 \cup \cdots \cup P_N\).

\[
\nabla \cdot u_e = 0 \quad \text{and} \quad \mu \nabla^2 u_e = \nabla p_e - \rho g \quad \text{in} \quad D' = D \cup P_1 \cup \cdots \cup P_N. \tag{7.70}
\]

If the particle \(P_n\) is a solid body, with attached point \(O_n\) such that \(x_n = OO_n\), which moves at the translational velocity \(U^{(n)}\) and the angular velocity \(\Omega^{(n)}\) the required no-slip condition reads

\[
u(x) = -u_e(x) + U^{(n)} + \Omega^{(n)} \times (x - x_n) \quad \text{for} \quad x \quad \text{on} \quad S_n. \tag{7.71}
\]

whereas if \(P_n\) is a spherical bubble with translational velocity \(U^{(n)}\) one requires that

\[
u_n = |U^{(n)} - u_e| \quad \text{n on} \quad S_n, \tag{7.72}
\]

\[
\sigma_n - [n \cdot \sigma_n] n = [n \cdot \sigma_e] n - \sigma_e \quad \text{n on} \quad S_n. \tag{7.73}
\]

For a liquid bounded by another boundary \(\Sigma\), one adds other conditions for \((u, p)\) and \((u_e, p_e)\) on \(\Sigma\). The most encountered case is a solid and motionless boundary \(\Sigma\) for which the no-slip conditions write

\[
u(x) = u_e(x) = 0 \quad \text{for} \quad x \quad \text{on} \quad \Sigma. \tag{7.74}
\]

Although tractable in price of minor changes by the same approach, surface \(\Sigma\) of different nature will be, for the sake of conciseness, further discarded in this chapter.

---

There is no required condition for \((u_e, p_e)\) far from the cluster where, for instance, \(u_e\) might be unbounded (think about the case of external shear or Poiseuille steady flows).
(2) Step 2: One then establishes relevant boundary integral equations for the pair \((\mathbf{u}, \sigma, \mathbf{n})\) on the surface \(\partial \mathcal{D} = S \cup \Sigma\) by enforcing the boundary conditions (7.71)–(7.74). This is achieved by letting the point \(\mathbf{x}\) tend to \(\partial \mathcal{D}\) in (7.68). Such a limit process, however, exhibits quite different behaviours for the single-layer or double-layer contributions \(S_j(\mathbf{x})\) or \(D_j(\mathbf{x})\) arising on the right-hand side of (7.68), i.e. for the terms

\[
S_j(\mathbf{x}) = -\frac{1}{8\pi \mu} \int_{\partial \mathcal{D}} G_{ij}(\mathbf{y}, \mathbf{x}) f_i(\mathbf{y}) dS(\mathbf{y}), \quad (7.75)
\]

\[
D_j(\mathbf{x}) = \frac{1}{8\pi} \int_{\partial \mathcal{D}} u_i(\mathbf{y}) T_{ijk}(\mathbf{y}, \mathbf{x}) n_k(\mathbf{y}) dS(\mathbf{y}). \quad (7.76)
\]

 indeed, the behaviours (7.62)–(7.63) show that \(S_j(\mathbf{x})\) experiences a regular limit whereas \(D_j(\mathbf{x})\) admits a weakly singular limit requiring careful attention. How to adequately handle the limit of the double-layer term \(D_j(\mathbf{x})\) when the point \(\mathbf{x}\) approaches the boundary \(\partial \mathcal{D}\) is a key point detailed below.

Recall that \(\partial \mathcal{D} = S \cup \Sigma\) with \(S = \bigcup_{n=1}^{N_s} S_n\) the cluster’s surface. For a boundary condition on \(S_n\) of type (7.71), it is possible to get rid of the contribution of this surface to \(D_j(\mathbf{x})\) (see details in Section 7.4.4.2).

For a boundary \(S_n\) of different nature such as case of a bubble or clusters made of drops, this is not possible anymore and one needs to cope with the limit of the double-layer term \(D_j(\mathbf{x})\) when the point \(\mathbf{x}\) approaches the boundary \(\partial \mathcal{D}\). Several methods are available to deal with this basic issue. In this chapter, we propose a regularization approach which is general, simple and quite suitable for a numerical implementation because it solely involves regular integrals and thus permits a very good numerical accuracy. This procedure, worked out in Section 7.4.4.2, exploits a few preliminary properties established below.

We recall that \(\mathcal{D}'\) is the liquid domain in the absence of particles, i.e. that \(\mathcal{D}' = \mathcal{D} \cup \mathcal{P}_1 \cup \cdots \cup \mathcal{P}_N\). Let us consider a closed and simply-connected surface \(S'\) drawn in the domain \(\mathcal{D}'\) that has a unit outward normal vector \(\mathbf{n} = n_i \mathbf{e}_i\) directed into \(\mathcal{D}'\) (see Fig. 7.2). For instance, \(S'\) may be the surface \(S_n\) of the particle \(\mathcal{P}_n\). The following property then holds

\[
\int_{S'} G_{ij}(\mathbf{y}, \mathbf{x}) n_i(\mathbf{y}) dS(\mathbf{y}) = 0 \quad \text{for } j = 1, 2, 3 \quad \text{and } \mathbf{x} \text{ in } \mathcal{D}'. \quad (7.77)
\]

\(^i\)As soon as (7.74), holds one should replace \(\partial \mathcal{D}\) with the cluster’s surface \(S\) in (7.76).
Note that \( \mathbf{x} \) in \( \mathcal{D}' \) means that \( \mathbf{x} \) may lie either on \( S' \) or inside or outside the domain \( \mathcal{V}' \) enclosed by \( S' \). For \( \mathbf{x} \) outside \( \mathcal{V}' \), the velocity \( \mathbf{u}' \) defined by (7.66) is divergence-free inside \( \mathcal{V}' \) and using the divergence theorem then proves (7.77). By continuity, (7.77) also holds for \( \mathbf{x} \) on \( S' \) and using (7.53) with \( \partial R_{ij}(y, \mathbf{x})/\partial y_i = 0 \) easily proves (7.77) for \( \mathbf{x} \) inside \( \mathcal{V}' \).

Another basic property is obtained for any steady Stokes flow \( (\mathbf{u}'', p'') \) with stress tensor \( \sigma'' \) regular inside \( \mathcal{V}' \). For \( \mathbf{x} \) outside \( \mathcal{V}' \), the flow \( (\mathbf{u}', p') \) given by (7.66) is also regular inside \( \mathcal{V}' \) and the reciprocal identity (7.26) then holds. Since the vector \( \mathbf{t} = t_j \mathbf{e}_j \) is arbitrary, one thus arrives, for \( j = 1, 2, 3 \), at the identities

\[
\int_{S'} G_{ij}(y, \mathbf{x})[\mathbf{e}_i, \sigma'' \cdot \mathbf{n}](y) dS(y) = \mu \int_{S'} [\mathbf{u}'', \mathbf{e}_j](y) T_{ikj}(y, \mathbf{x}) n_k(y) dS(y) \quad \text{for } \mathbf{x} \text{ outside } \mathcal{V}'.
\] (7.78)

The relations (7.77)–(7.78) are of the utmost importance for the next subsections.

7.4.4.2. Relevant general boundary integral equations

The cluster’s boundary is \( S = \cup_{n=1}^N S_n \). Any flow with uniform velocity \( \mathbf{a} \) and zero pressure is a steady Stokes flow inside the particle \( \mathcal{P}_n \). By virtue of (7.77)–(7.78), if \( \mathbf{x} \) lies outside \( \mathcal{P}_n \), one gets

\[
\int_{S_n} T_{ikj}(y, \mathbf{x}) n_k(y) dS(y) = 0 \quad \text{for any pair } (i, j) \text{ and } \mathbf{x} \text{ in } \mathcal{D} \setminus \mathcal{P}_n.
\] (7.79)

The relation (7.79) permits one to cast the integral representation (7.68) into another form. Exploiting (7.74), one thus gets for \( \mathbf{x} \) in \( \mathcal{D} \) and close to \( \mathcal{P}_n \),

\[
u_j(\mathbf{x}) = -\frac{1}{8\pi\mu} \int_{\partial \mathcal{D}} G_{ij}(y, \mathbf{x}) f_i(y) dS(y) \\
+ \frac{1}{8\pi} \int_{\mathcal{D} \setminus \mathcal{P}_n} u_i(y) T_{ijk}(y, \mathbf{x}) n_k(y) dS(y) \\
+ \frac{1}{8\pi} \int_{S_n} [u_i(y) - u_i(\mathbf{x})] T_{ijk}(y, \mathbf{x}) n_k(y) dS(y).
\] (7.80)
Each term on the right-hand side of (7.80) admits a regular limit as \( x \) approaches \( S_n \). Thus (7.80) is still valid for \( x \) on \( S_n \) and one obtains the following set of \( 3N \) coupled boundary integral equations for the desired velocity \( u \) and traction \( f = \sigma \cdot n \) on the boundary \( \partial D \)

\[
\begin{align*}
   u_j(x) & = \frac{1}{8\pi} \left[ \int_{S_n} u_i(y) T_{ijk}(y, x) n_k(y) dS(y) \\
                \quad - \mu \int_{\partial D} G_{ij}(y, x) f_i(y) dS(y) \right] + \frac{1}{8\pi} \int_{S_n} [u_i(y) - u_i(x)] \\
                \times T_{ijk}(y, x) n_k(y) dS(y), \quad x \text{ on } S_n; n = 1, \ldots, N 
\end{align*}
\]

(7.81)

which must be supplemented with three additional boundary-integral equations whenever \( \Sigma \) exists (see (7.74))

\[
\begin{align*}
0 & = -\frac{1}{8\pi \mu} \int_{S \cup \Sigma} G_{ij}(y, x) f_i(y) dS(y) \\
   & + \frac{1}{8\pi} \int_{S} u_i(y) T_{ijk}(y, x) n_k(y) dS(y) \quad \text{x on } \Sigma \quad \text{and } j = 1, 2, 3.
\end{align*}
\]

(7.82)

The regularized integral equations (7.81) (or (7.81)-(7.82)) hold, whatever the boundary conditions on the cluster’s surface \( S \). One can thus employ these integral equations for clusters made of solid bodies and/or spherical bubbles. Invoking (7.77), furthermore, shows that \( f = \sigma \cdot n \) is defined on each particle’s surface \( S_n \) up to a constant multiple of the normal vector \( n \). This means that (7.81) (or (7.81)-(7.82)) does (do) not have a unique solution in general. However, for two different solutions, the induced velocity \( u \) (given by (7.68) or (7.81) is the same in the liquid. Again, we note that when \( \Sigma \) exists, (7.81)-(7.82) hold for any Green solution \( (P, G, T) \). Selecting the solution \( (P^c, G^c, T^c) \) for which (see (7.74)) \( G^c(y, x) \) vanishes for \( y \) on \( \Sigma \), however, makes it possible to also replace \( S \cup \Sigma \) with \( S \) in (7.82).

7.4.4.3. Case of a \( N \)-bubble cluster

We consider a cluster made of \( N \geq 1 \) spherical bubbles and enforce (7.72)-(7.73) on each surface \( S_n \). The traction \( f \) is unknown whereas, on \( S \), one ends up with given data \((d, d)\) and unknown quantities \((a, a)\)
defined as
\[
d = f - (f \cdot n)n, \quad d = u \cdot n, \quad a = u - (u \cdot n)n, \quad a = f \cdot n.
\] (7.83)
The decomposition (7.83) satisfies, by definition, the compatibility relation \(a \cdot n = 0\). Using (7.81) then shows that \((a, a)\) is governed by the following compatibility relations and coupled boundary integral equations
\[
a \cdot n = 0 \text{ on } S_n,
\] (7.84)
\[
8\pi a_j(x) = \int_{S \setminus S_n} a_i(y)T_{ijk}(y, x)n_k(y)dS(y)
- \int_{S_n} (a_i(y) - a_i(x))T_{ijk}(y, x)n_k(y)dS(y)
+ \mu \int_{\partial D} G_{ij}(y, x)[a_{ni}](y)dS(y) = s^n_j[d, d](x) \text{ on } S_n,
\] (7.85)
if the linear operator \(s^n_j[d, d](x)\) is defined for \(x\) on \(S_n\) as
\[
s^n_j[d, d](x) = -8\pi [dn_j](x) + \int_{S \setminus S_n} [dn_i](y)T_{ijk}(y, x)n_k(y)dS(y)
+ \int_{S_n} ([dn_i](y) - [dn_i](x))T_{ijk}(y, x)n_k(y)dS(y)
- \mu \int_{\partial D} G_{ij}(y, x)d_i(y)dS(y).
\] (7.86)
When a bounding surface \(\Sigma\) is present, one adds a similar counterpart of the equations (7.82).

7.4.4.4. Case of a \(N\)–particle cluster involving at least a solid particle

Let us consider a cluster involving at least one solid particle. On the surface \(S_m\) of a solid particle \(P_m\), one enforces (7.71) for \(n = m\). Since any rigid-body motion and \((u_e, p_e)\) with stress tensor \(\sigma_e\) are steady Stokes flows inside \(P_m\), the identities (7.78) and (7.77) give, for \(x\) in the liquid,
\[
- \int_{S_m} G_{ij}(y, x)[e, \sigma_e, n](y)dS(y)
= \int_{S_m} u_i(y)T_{kij}(y, x)n_k(y)dS(y) \text{ for } x \in \mathcal{D}.
\] (7.87)
If one denotes by $S_s$ the solid subset of the cluster’s boundary $S$, this relation suggests introducing on $S_s$ the auxiliary unknown traction $\mathbf{f}' = \mathbf{f} + \sigma_s \mathbf{n}$. Under the boundary condition (7.74), the integral representation (7.68) then becomes

$$
  u_j(x) = \frac{1}{8\pi \mu} \left[ \int_{\partial D \setminus S_s} G_{ij}(y,x) f_i(y) dS(y) + \int_{S_s} G_{ij}(y,x) f_i'(y) dS(y) \right] 
  + \frac{1}{8\pi} \int_{S \setminus S_s} u_i(y) T_{ijk}(y,x) n_k(y) dS(y) \quad \text{for } x \in D.
$$

(7.88)

It shows that the double-layer contribution on the solid surface $S_s$ does not appear any more (its influence has been, however, taken into account by replacing the traction $\mathbf{f}$ with the shifted one $\mathbf{f}'$ on this surface). Using again the identity (7.79) for each non-solid surface $S_n$, the integral representation (7.88) then provides the following boundary integral equations

$$
  u_j(x) = \frac{1}{8\pi \mu} \left[ \int_{\partial D \setminus S_s} G_{ij}(y,x) f_i(y) dS(y) + \int_{S_s} G_{ij}(y,x) f_i'(y) dS(y) \right] 
  + \frac{1}{8\pi} \int_{S \setminus S_s} u_i(y) T_{ijk}(y,x) n_k(y) dS(y) \quad \text{for } x \in S \setminus S_s.
$$

(7.89)

$$
  u_j(x) = \frac{1}{8\pi \mu} \left[ \int_{\partial D \setminus S_s} G_{ij}(y,x) f_i(y) dS(y) + \int_{S_s} G_{ij}(y,x) f_i'(y) dS(y) \right] 
  + \frac{1}{8\pi} \int_{S \setminus S_s} [u_i(y) - u_i(x)] T_{ijk}(y,x) n_k(y) dS(y) \quad \text{for } x \in S \setminus S_s.
$$

(7.90)

The left-hand-side of (7.89) is given by the boundary conditions (7.71) on each surface $S_m$ of $S_s$, whereas additional manipulations are required (as for the previous example of an $N$–bubble cluster) to rewrite the equalities (7.90) using the prescribed boundary conditions on the surface $S \setminus S_s$. If a bounding surface $\Sigma$, takes place we furthermore impose the following counterpart of (7.82)

$$
  0 = \frac{1}{8\pi \mu} \left[ \int_{\partial D \setminus S_s} G_{ij}(y,x) f_i(y) dS(y) + \int_{S_s} G_{ij}(y,x) f_i'(y) dS(y) \right] 
  + \frac{1}{8\pi} \int_{S \setminus S_s} u_i(y) T_{ijk}(y,x) n_k(y) dS(y) \quad \text{for } x \in \Sigma.
$$

(7.91)
A straightforward application is the widely-encountered case of a cluster made of \( N \) solid particles. In such circumstances, \( S = S_s \) and therefore (7.88), (7.89)–(7.90) and (7.91) readily adopt the simple forms

\[
    u_j(x) = -\frac{1}{8\pi\mu} \int_{\Sigma} G_{ij}(y, x) f_i(y) dS(y)
\]

\[
    -\frac{1}{8\pi\mu} \int_{S} G_{ij}(y, x) f'_i(y) dS(y) \quad \text{for} \quad x \in \mathcal{D} \cup S \cup \Sigma. \tag{7.92}
\]

For a Green solution, such that \( G_{ij}(y, x) = 0 \) for \( y \) on \( \Sigma \), one can furthermore omit the first integral on the right-hand side of (7.92).

### 7.5. Numerical Implementation

As seen in the previous section, the flow \((u, p)\) about a given \( N \)–particle cluster may be evaluated in the liquid by appealing to velocity and pressure boundary integral representations on a prescribed surface (the cluster’s boundary \( S \) or the surface \( S \cup \Sigma \)) where it is required to know the velocity \( u \) and the surface traction \( f = \sigma \cdot n \). Those key surface quantities have been found to satisfy boundary integral equations on the involved surface. For arbitrary clusters (shape, nature and location of each particles) it is not possible to analytically employ or invert those boundary integral representations or equations and a numerical treatment is requested. This section presents a possible and so-called collocation method to achieve such a basic task. This technique was first employed to solve potential problems and has since been applied in many other fields, such as elasticity or acoustics. Since it has become standard, we briefly describe the employed steps but, however, pay special attention to the accuracy issues. For additional details, the reader is directed to the available textbooks.\(^{40–42}\)

#### 7.5.1. Mesh and boundary-elements

Let us consider a surface \( S \) which may be either closed or not. This surface is numerically approximated by another surface \( \mathcal{S}_a \). This is obtained by using a mesh consisting of \( N_n \) nodal points \( y(n) \) with \( n = 1, \ldots, N_n \) located on \( S \) and \( N_e \) boundary elements \( \Delta_e \) for \( e = 1, \ldots, N_e \), such that \( \mathcal{S}_a = \cup_{e=1}^{N_e} \Delta_e \) with \( \Delta_e \cap \Delta_{e'} = \emptyset \) for \( e \neq e' \). Each element \( \Delta_e \) is obtained by mapping a standard \( Q \)–node plane pattern \( \Delta \) onto \( \Delta_e \) using interpolation functions. As sketched in Fig. 7.3, the pattern \( \Delta \) is drawn in the \( \xi_1 - \xi_2 \) plane and characterized by \( Q \) points \( \xi(q) \) with coordinates \((\xi_1(q), \xi_2(q))\) for
Fig. 7.3. (a) Standard 6-node triangle $\Delta$ in the $\xi_1 - \xi_2$ plane. (b) Example of a mesh for a solid ellipsoid using different flat boundary elements $\Delta_e$ associated with 3-node triangle (near the poles) and 4-node square standard patterns $\Delta$.

For a given boundary element $\Delta_e$, the image on the surface $S$ of the point $\xi(q) = (\xi_1(q), \xi_2(q))$ is denoted by $y(e, q)$ and any point $y$ of $\Delta_e$ is further described by its intrinsic coordinates $\xi = (\xi_1, \xi_2)$ obtained by interpolating the locations of the nodes $y(e, q)$. This interpolation is defined by providing $Q$ so-called smooth shape functions $M_q(q = 1, \ldots, Q)$ satisfying the properties

$$M_q(\xi(p)) = \delta_{pq} \text{ for } p, q \in \{1, \ldots, Q\}; \quad \sum_{q=1}^{Q} M_q(\xi) = 1 \text{ for } \xi \text{ on } \Delta \quad (7.93)$$

and reads

$$y(\xi) = \sum_{q=1}^{Q} M_q(\xi)y(e, q), \quad \xi = (\xi_1, \xi_2). \quad (7.94)$$

Note that under the conditions (7.93), one indeed retrieves the definitions $y(e, q) = y(\xi(q))$. In practice, many pairs $(\Delta, Q)$ are possible and this key choice dictates the accuracy at which the retained numerical surface $S_a$ approximates the exact surface $S$. Actually, two types of boundary elements exist:

(i) **Flat boundary elements.** In this case, illustrated in Fig. 7.3(b), each boundary element $\Delta_e$ is plane. For instance, one can resort to the following pairs $(\Delta, Q)$:

(a) $\Delta$ is the standard triangle $T$ with inequations $0 \leq \xi_1 \leq 1, 0 \leq \xi_2 \leq 1, \xi_1 + \xi_2 \leq 1$ and $Q = 3$. The points $\xi(q)$ are the vortices of
and each boundary element $\Delta_e$ is a flat triangle with corners located on the surface $S$.

(b) $\Delta$ is a unit square $SQ$ and $Q = 4$ with points $\xi(q)$ at the corners. Each element $\Delta_e$ is a flat square with corners on $S$.

(ii) **Curved boundary elements.** Such high-order and curvilinear elements $\Delta_e$ permit a better approximation of $S$. The usual counterparts of the previous flat elements are the following:

(a) $\Delta$ is the standard triangle $T$ and one uses six nodes ($Q = 6$): the corners and the midsides. This choice is illustrated in Fig 7.3(a).

(b) $\Delta$ is the standard square $SQ$ and one employs nine nodes ($Q = 9$): the center, the corners and the midsides.

Henceforth, we illustrate the method for 6-node curvilinear triangular boundary elements (choice of $\Delta = T$ and $Q = 6$). Setting $\xi_3 = 1 - \xi_1 - \xi_2$ and exploiting the relations (7.93) immediately provides the following quadratic shape functions

\begin{align*}
M_1(\xi) &= (2\xi_1 - 1)\xi_3, & M_2(\xi) &= 4\xi_1\xi_3, & M_3(\xi) &= (2\xi_1 - 1)\xi_1, \\
M_4(\xi) &= 4\xi_1\xi_2, & M_5(\xi) &= (2\xi_2 - 1)\xi_2, & M_6(\xi) &= 4\xi_2\xi_3.
\end{align*}

(7.95)

(7.96)

Since a node $y(n)$ belongs to several boundary elements $\Delta_e$, it is also useful to know, for each node $y(e,q)$ on a given boundary element $\Delta_e$, its label $n$ in the entire mesh array ($y_1,\ldots,y_{N_n}$). This is given by the so-called connectivity table or matrix $table(e,q)$ where

\begin{equation}
 n = table(e,q) \text{ means that } y(n) = y(e,q) \text{ on } \Delta_e. \tag{7.97}
\end{equation}

In summary, one should be aware that a given surface $S$ is approximated by a numerical surface $S_a$ defined by nodal points and boundary elements characterized by the following data:

(1) A given set of $N_n$ nodal points ($y(1),\ldots,y(N_n)$) located on the exact surface $S$.

(2) The number $N_e$ of boundary elements producing the numerical surface $S_a$, the pair $(\Delta, Q)$ and $Q$ associated shape functions $M_q$.

(3) The table of connectivity array $table(e,q)$ which is an $N_e \times Q$ matrix.

### 7.5.2. Associated functions

For prescribed mesh and boundary elements, one obtains a surface $S_a$ which approximates the exact boundary $S$. For further purposes it is also
necessary to approximate the unit outward normal vector \( \mathbf{n} \) and the area element \( dS(y) \) on \( S \). Those quantities are obtained by computing two vectors \( \mathbf{t}_1 \) and \( \mathbf{t}_2 \) tangent to the boundary element \( \Delta_e \). Setting \( f_{,\xi_i} = \partial f / \partial \xi_i \), one actually deduces from (7.94)

\[
dy = \sum_{q=1}^{Q} y(e, q)[M_{q,\xi_1}(\xi)d\xi_1 + M_{q,\xi_2}(\xi)d\xi_2] = t_1 d\xi_1 + t_2 d\xi_2. \tag{7.98}
\]

The above vectors \( \mathbf{t}_1 \) and \( \mathbf{t}_2 \) are tangent to the boundary element on which the area element \( dS(y) \) is given by

\[
dS(y) = (\mathbf{t}_1 \wedge \mathbf{t}_2)d\xi_1 d\xi_2 = J(\xi)d\xi_1 d\xi_2 \tag{7.99}
\]

with \( J(\xi) \) being the Jacobian of the mapping from Cartesian coordinates \( y_i(\xi) = y_i(\xi,e) \) to intrinsic coordinates \((\xi_1, \xi_2)\). This Jacobian is non-zero and using a suitable orientation provides \( J > 0 \). Accordingly, one gets

\[
\mathbf{t}_1 = \sum_{q=1}^{Q} M_{q,\xi_1}(\xi)y(e, q), \quad \mathbf{t}_2 = \sum_{q=1}^{Q} M_{q,\xi_2}(\xi)y(e, q), \tag{7.100}
\]

\[
J(\xi) = \left\{ |t_1|^2|t_2|^2 - (t_1 \cdot t_2)^2 \right\}^{1/2} > 0. \tag{7.101}
\]

For 6-node curvilinear triangular boundary elements, the reader can check, using (7.96), that

\[
M_{1,\xi_1}(\xi) = M_{1,\xi_2}(\xi) = (1 - 4\xi_3), \quad M_{2,\xi_1}(\xi) = 4(\xi_3 - \xi_1), \tag{7.102}
\]

\[
M_{2,\xi_2}(\xi) = -4\xi_1, \quad M_{3,\xi_1}(\xi) = 4\xi_1 - 1, \quad M_{3,\xi_2}(\xi) = 0, \tag{7.103}
\]

\[
M_{4,\xi_1}(\xi) = 4\xi_2, \quad M_{4,\xi_2}(\xi) = 4\xi_1 - 1, \quad M_{5,\xi_1}(\xi) = 0, \tag{7.104}
\]

\[
M_{5,\xi_2}(\xi) = 4\xi_2 - 1, \quad M_{6,\xi_1}(\xi) = -4\xi_2, \quad M_{6,\xi_2}(\xi) = 4(\xi_3 - \xi_1). \tag{7.105}
\]

For other choices \((\Delta, Q)\), the reader is directed to the previously quoted textbooks. In a similar fashion, the unit normal vector \( \mathbf{n} \) pointing outside the surface \( S \) is given (judiciously labelling the tangential vectors \( \mathbf{t}_1 \) and \( \mathbf{t}_2 \) in order to select the outward normal) by

\[
\mathbf{n} = (\mathbf{t}_1 \wedge \mathbf{t}_2)/J(\xi). \tag{7.106}
\]

In practice, the approximation of \( S \) is more accurate than the one of \( \mathbf{n} \) if one resorts to the formula (7.103). Whenever the exact boundary is known in analytical form, it is highly preferable to calculate the exact vector \( \mathbf{n} \) at each nodal point \( y(n) \) of the selected mesh and then to interpolate this.
vector on each boundary element $\Delta_e$ by mimicking (7.94), i.e. by using the relation
\[ n[y(\xi)] = \sum_{q=1}^{Q} M_q(\xi)n[y(e,q)] \text{ for } \xi = (\xi_1, \xi_2) \text{ and } y(\xi) \text{ on } \Delta_e. \quad (7.107) \]

### 7.5.3. Computation of regular and weakly singular boundary integrals: advocated scheme

As seen in (7.68)–(7.69) and (7.81)–(7.82), one needs to approximate integrals over the surface $S$. Of interest is the general integral
\[ I(x) = \int_S v(y)K(y,x)dS(y) \quad (7.108) \]
for $x$ lying outside or on $S$, $v$ a regular function and $K$ a regular or weakly singular kernel experiencing, if singular, the behaviour $K(y,x) = O(|x-y|^{-1})$ as $y$ approaches $x$. For given mesh and boundary elements, one gets
\[ I(x) = \sum_{e=1}^{N_e} I^{(e)}(x), \quad I^{(e)}(x) = \int_{\Delta} v[y(\xi)]K[y(\xi),x]J(\xi)d\xi_1d\xi_2. \quad (7.109) \]
The quantity $v[y(\xi)]$ is approximated by using the same interpolation as (7.94) (case of isoparametric elements). In other words, one writes
\[ v[y(\xi)] = \sum_{q=1}^{Q} M_q(\xi)v(e,q) \text{ with } v(e,q) = v[y(e,q)] \quad (7.110) \]
and thus ends up with the decomposition
\[ I(x) = \sum_{e=1}^{N_e} \sum_{q=1}^{Q} v(e,q)I^{(e,q)}(x), \quad (7.111) \]
\[ I^{(e,q)}(x) = \int_{\Delta} M_q(\xi)K[y(\xi),x]J(\xi)d\xi_1d\xi_2. \quad (7.112) \]
Accordingly, the task reduces to the numerical evaluation of each integral $I^{(e,q)}(x)$ when the point $x$ lies either outside or on the boundary element $\Delta_e$. Two cases then immediately occur:

1. Case of a regular integral. This is when the kernel $K[y(\xi),x]$ is regular on the boundary element $\Delta_e$ for the prescribed location of $x$. It is then possible to evaluate the regular integral $I^{(e,q)}(x)$ by appealing
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to standard Gaussian quadrature formulae. Such quadratures are available in the literature both for the standard square and triangle. For a pattern \( \Delta \) and a smooth function \( u \), a \( P \)-order quadrature approximation reads

\[
\int_{\Delta} u(\xi_1, \xi_2) d\xi_1 d\xi_2 \sim \sum_{i=1}^{P} w_i u[\xi_1(i), \xi_2(i)]
\]

(7.113)

with \( P \) weights \( w_i \) and Gaussian points \((\xi_1(i), \xi_2(i))\). Such weights and points are given in (for a triangle \( \Delta = T \)) and \( P = 3, 6, 7, 16, 19, 28 \).

(2) Case of a weakly singular integral. This happens when the kernel is weakly singular when \( y \) approaches \( x \) which lies on the element \( \Delta_e \).

More precisely, for a collocation approach, \( x \) turns out to be one of the nodal points \( y(e, q) \) of the selected element \( \Delta_e \) with associated intrinsic coordinates \( \eta = (\eta_1, \eta_2) \).

In order to remove by hand the weak singularity of the kernel in the vicinity of \( x \), one resorts on the pattern \( \Delta \) to polar coordinates \((\rho, \alpha)\) centered at \((\eta_1, \eta_2)\) with

\[
(\xi_1, \xi_2) = (\eta_1, \eta_2) + (\rho \cos \alpha, \rho \sin \alpha), \quad \alpha_1 < \alpha < \alpha_2, \quad 0 \leq \rho \leq d(\alpha).
\]

(7.114)

As detailed below, this permits one to express, for any function \( F \), the difference \( F(y) - F(x) \) on the boundary element \( \Delta_e \) in terms of the distance \( \rho \). Using the interpolation (7.94) for \( F \) and exploiting, since \( x \) lies on \( \Delta_e \), the approximation (7.93) for \( F(x) \) yields

\[
F(y) - F(x) = \sum_{q=1}^{Q} [M_q(\xi) - M_q(\eta)] u(e, q).
\]

(7.115)

In practice each smooth shape function \( M_q \) is polynomial and its Taylor expansion therefore gives

\[
M_q(\xi) - M_q(\eta) = (\xi_1 - \eta_1)P_q^{(1)}(\rho, \alpha, \eta) + (\xi_2 - \eta_2)P_q^{(2)}(\rho, \alpha, \eta)
\]

(7.116)

with known and regular functions \( P_q^{(1)} \) and \( P_q^{(2)} \). By virtue of (7.114), it follows that

\[
M_q(\xi) - M_q(\eta) = \rho \hat{M}_q(\rho, \alpha, \eta), \quad \hat{M}_q = \cos \alpha P_q^{(1)} + \sin \alpha P_q^{(1)}.
\]

(7.117)

For example, when \( (\Delta, Q) = (T, 6) \) starting from (7.95)–(7.96) easily provides, under the notation \( \eta_1 = 1 - \eta_1 - \eta_2 \), the functions

\[
\hat{M}_1 = (1 - 4\eta_1)(\cos \alpha + \sin \alpha) + 2\rho(\cos \alpha + \sin \alpha)^2.
\]

(7.118)
\( \hat{M}_2 = 4[\eta_3 \cos \alpha - \eta_1 (\cos \alpha + \sin \alpha)] - \rho \cos \alpha (\cos \alpha + \sin \alpha) \)

\( (7.119) \)

\( \hat{M}_3 = (4\eta_1 - 1) \cos \alpha + 2\rho \cos \alpha^2 \)

\( (7.120) \)

\( \hat{M}_4 = 4(\eta_2 \cos \alpha + \eta_1 \sin \alpha) + 4\rho \cos \alpha \sin \alpha \)

\( (7.121) \)

\( \hat{M}_5 = (4\eta_2 - 1) \cos \alpha + 2\rho \sin \alpha^2 \)

\( (7.122) \)

\( \hat{M}_6 = 4[\eta_3 \sin \alpha - \eta_2 (\cos \alpha + \sin \alpha)] - \rho \cos \alpha (\cos \alpha + \sin \alpha) \]

\( (7.123) \)

Accordingly, one obtains for \( y \) and \( x \) on \( \Delta_e \) the key relations

\[
F(y) - F(x) = \rho \sum_{q=1}^{Q} \hat{M}_q u(e, q), \quad y - x = \rho d, \quad \hat{d} = \sum_{q=1}^{Q} \hat{M}_q y(e, q).
\]

\( (7.124) \)

Using (7.114) and (7.124) shows that there exists a regular function \( \hat{K} \), such that for \( x = x(\eta) \) and \( y \) located at the element \( \Delta_e \), then

\[
K[y(\xi), x] = \hat{K}[\rho, \alpha, \eta]/\rho, \quad d\xi_1 d\xi_2 = \rho d\rho d\alpha.
\]

\( (7.125) \)

Hence, the weakly singular integral \( I^{(e, q)}(x) \) is written

\[
I^{(e, q)}(x) = \int_{\alpha_1}^{\alpha_2} \left\{ \int_{0}^{d(\alpha)} M_q(\rho, \alpha, \eta)\hat{K}[\rho, \alpha, \eta]d\rho \right\} d\alpha.
\]

\( (7.126) \)

It admits a regular integrand and is thus evaluated by using a standard Gaussian quadrature.

### 7.5.4. Computation of regular and weakly singular boundary integrals: accuracy issues

As seen in Section 7.5.3, each (regular or weakly singular) integral \( I^{(e, q)} \) is finally evaluated by employing \( P \)-point Gaussian quadratures (in (7.113) or (7.126)) one divides the domain \( \Delta \) into several subdomains. The choice of \( P \) strongly depends upon the desired accuracy and the location of \( x \) with respect to the selected boundary element \( \Delta_e \). For instance, for a regular integral, the value of \( P \) that is sufficient to ascertain a prescribed accuracy is small or large if \( x \) lies far from or close to \( \Delta_e \), respectively. Thus, a point of the utmost importance is the way one selects \( P \) versus the pair \( (\Delta_e, x) \).

Unfortunately, there is no systematic and theoretical answer to this key
issue. A nice and carefully-tested guide has been, however, provided in Ref. 45 and the reader is directed to this basic paper for further details.

7.5.5. Implementation for a $N$-particle cluster

This section gives additional details for an $N$-particle cluster with surface $S = \cup_{n=1}^{N} S_n$ immersed in a liquid eventually bounded by the surface $\Sigma$. The numerical implementation is achieved through the following steps:

(i) One approximates $S \cup \Sigma$ by proceeding for $S_n$ or $\Sigma$ as explained in Section 7.5.1 and ends up with an $N_t$-node mesh and $N_{et}$ boundary elements $\Delta_e$ described, on each surface $S_n$ or $\Sigma$, by a pattern and smooth shape functions $M_q$.

(ii) At each node $y(p)$ on $S \cup \Sigma$ with $p = 1, \ldots, N_t$, three unknown quantities are needed to determine $u$ and the traction $f$. Those quantities are governed by a discretized boundary integral equation (see, for instance, (7.81)–(7.82), (7.85)–(7.86) and (7.89)–(7.91)). The resulting $3N_t \times 3N_t$ square matrix $A$ is fully populated and unsymmetric, one solves the linear system $AX = Y$ by Gaussian elimination or iterative methods in the case of a large number of particles. $A$ might be singular (see Section 7.3.4.2 for the unicity of the solution) but in practice the computed matrix $A$ is non-singular unless very fine meshes are used.

7.6. Illustrating Comparisons and Results

The ability and accuracy of the boundary element approach are illustrated in this section by presenting a few numerical comparisons for a single and solid particle and a fluid bounded by a motionless, solid plane wall or spherical cavity. The associated Green tensors $G^c$ (see formulae (7.55) and (7.60)) are employed together with the usual free-space Green tensor $G^\infty$ for the cavity. Moreover, for the sake of accuracy, each surface is meshed using 6-node curved and triangular boundary elements.

7.6.1. Sedimentation of a solid spheroid near a plane wall

Let us consider a solid spheroid, with uniform density $\rho_s$, immersed in a liquid with uniform density $\rho$ and viscosity $\mu$ bounded by the $x_3 = 0$ plane, solid and motionless surface $\Sigma$. The spheroid has center $O$ and inequation
Near the wall, the settling spheroid translates and rotates at the velocity $\mathbf{U}$ and $\Omega$, respectively. It also experiences net hydrodynamic force $\mathbf{F}$ and torque $\mathbf{C}$ (about $O$) given by (7.33)–(7.34) for $\mathbf{u}_e = 0$, i.e. (see the end of Section 7.3.4.3) the linear relation $(\mathbf{F}, \mathbf{C}) = -\mu \mathbf{M}_s(\mathbf{U}, \Omega)$. Since the spheroid and the liquid are homogeneous, one gets $(\mathbf{U}, \Omega)$ by enforcing the condition $\mathbf{C} = 0$ and $\mathbf{F} = (\rho - \rho_s)\mathbf{V}\mathbf{g}$ with $\mathbf{V}$ being the particle’s volume. Symmetries and linearity further permit one to restrict the attention to $\mathbf{g} = g\mathbf{e}_1$ and $\mathbf{g} = -g\mathbf{e}_3$ with $g > 0$. Assuming that $\rho_s \neq \rho$, the non-zero normalized Cartesian velocity components then read

$$u_1 = \frac{\mu a^{-2} \mathbf{U} \cdot \mathbf{e}_1}{g(\rho_s - \rho) v(\epsilon)}, \quad u_2 = \frac{\mu a^{-3} \Omega \cdot \mathbf{e}_2}{g(\rho_s - \rho) v(\epsilon)} \quad \text{if} \; \mathbf{g} = g\mathbf{e}_1,$$

$$u_3 = \frac{\mu a^{-2} \mathbf{U} \cdot \mathbf{e}_3}{g(\rho - \rho_s) v(\epsilon)} \quad \text{if} \; \mathbf{g} = -g\mathbf{e}_3$$

and depend upon $(\epsilon, h)$. Those quantities have been calculated in Ref. 47 by a collocation method. Here, we employ the boundary integral equation (7.92) with the Blake Green tensor that vanishes on $\Sigma$ (see (7.33)). Our computations are compared with the bipolar coordinates method$^{37,48}$ for a sphere ($\epsilon = 1$) and with$^{47}$ for the oblate spheroid $\epsilon = 1/2$ in Table 7.1.

<table>
<thead>
<tr>
<th>$N_1$</th>
<th>$h$</th>
<th>$u_1(a)$</th>
<th>$w_2(a)$</th>
<th>$u_3(a)$</th>
<th>$u_1(b)$</th>
<th>$w_2(b)$</th>
<th>$u_3(b)$</th>
</tr>
</thead>
<tbody>
<tr>
<td>74</td>
<td>1.1</td>
<td>0.4463</td>
<td>0.0245</td>
<td>0.1087</td>
<td>0.6433</td>
<td>-0.0534</td>
<td>0.246</td>
</tr>
<tr>
<td>242</td>
<td>1.1</td>
<td>0.4424</td>
<td>0.0259</td>
<td>0.0886</td>
<td>0.6413</td>
<td>-0.0538</td>
<td>0.244</td>
</tr>
<tr>
<td>1,058</td>
<td>1.1</td>
<td>0.4430</td>
<td>0.0270</td>
<td>0.0871</td>
<td>0.6411</td>
<td>-0.0538</td>
<td>0.244</td>
</tr>
<tr>
<td>[10,3]</td>
<td>1.1</td>
<td>0.4430</td>
<td>0.0270</td>
<td>0.0873</td>
<td>0.6464</td>
<td>-0.0522</td>
<td>0.241</td>
</tr>
<tr>
<td>74</td>
<td>2.0</td>
<td>0.7256</td>
<td>0.0034</td>
<td>0.4726</td>
<td>0.7910</td>
<td>-0.0259</td>
<td>0.473</td>
</tr>
<tr>
<td>242</td>
<td>2.0</td>
<td>0.7235</td>
<td>0.0035</td>
<td>0.4707</td>
<td>0.7890</td>
<td>-0.0252</td>
<td>0.472</td>
</tr>
<tr>
<td>1,058</td>
<td>2.0</td>
<td>0.7232</td>
<td>0.0035</td>
<td>0.4705</td>
<td>0.7888</td>
<td>-0.0252</td>
<td>0.472</td>
</tr>
</tbody>
</table>

Table 7.1. Computed normalized velocities $u_1, w_2$ and $u_3$ (see (7.128)–(7.129)) for a solid sphere (a) and oblate spheroid with $\epsilon = 1/2$ (b) and different $N_1$–node meshes.
As seen in this table, the agreement is excellent for the sphere and very good for the oblate spheroid. Actually, \(^{47,49}\) kept the extra weakly-singular double-layer integral although it vanishes on theoretical grounds and this might explain the small observed discrepancies for \(\epsilon = 1/2\).

7.6.2. Solid particle in a spherical cavity

Recently \(^{37}\) addressed the case of a solid and arbitrarily-shaped particle with surface \(S\) immersed in a liquid confined by a solid, motionless and spherical cavity \(\Sigma\) with center \(O'\) and radius \(R\). This has been achieved by using the free-space Green tensor \(G^\infty\) (therefore putting Stokeslets on the entire surface \(S \cup \Sigma\)) or the specific Green tensor \(G^c\) given by (7.60) (then putting Stokeslets solely on \(S\)). Here, we report accurate comparisons for a sphere with center \(O\) and radius \(a\) and direct the reader to the quoted paper for results obtained for solid ellipsoids. Setting \(O'O = de_3\) with \(0 \leq d < R - a\), reasons of symmetry confine the analysis to four different sphere’s rigid-body motion for which we give the net force \(F\) and torque \(\Gamma\) (about \(O\)) exerted on the sphere. These selected cases introduce five dimensionless friction coefficients, \(c_1, c_3, s, t_1\) and \(t_3\), which solely depend upon \((d/a, R/a)\) and are defined as follows:

(i) The sphere translates at the velocity \(e_1\). Then \(F = -6\pi \mu a c_1 e_1\) and \(\Gamma = 8\pi \mu a^2 s e_2\).

(ii) The sphere translates at the velocity \(e_3\). Then \(F = -6\pi \mu a c_3 e_3\) and \(\Gamma = 0\).

(iii) The sphere rotates at the velocity \(e_1\). Then \(F = -8\pi \mu a^2 s e_2\) and \(\Gamma = -8\pi \mu a t_1 e_1\).

(iv) The sphere rotates at the velocity \(e_3\). Then \(F = 0\) and \(\Gamma = -8\pi \mu a^3 t_3 e_3\).

We present, below, comparisons for the computed coefficients \(c_1, c_3, s, t_1, t_3\) against analytical or semi-analytical results obtained when the sphere is located at the cavity center or not, respectively. More precisely, when \(d = 0\), one gets \(s = 0\) and \(c := c_1 = c_3\) with the exact value

\[
c(\beta) = \frac{1 - \beta^5}{1 - \frac{9\beta}{1 + \frac{5\beta}{2} - \frac{9\beta^3}{4} + \beta^5}}, \quad \beta = a/R < 1.
\]  

(7.130)

We denote by \(c_\infty\) or \(c_c\) the value of \(c\) computed using the Green tensor \(G^\infty\) on \(S \cup \Sigma\) (with 1058 collocation points on \(\Sigma\)) or the Green tensor \(G^c\) on \(S\), respectively. The quantities \(c_\infty, c_c\) and the associated relative
errors $\Delta c_c = |c_c - c|/c$ and $\Delta c_\infty = |c_\infty - c|/c$ are displayed in Table 7.2 versus the number $N$ of nodal points on the sphere’s surface $S$ for $R/a = 1.1, 2$ and 5. Inspecting this table reveals that, in addition to a very good agreement with the formula (7.130), the use of the Green tensor $G$ yields more accurate results for the small sphere-cavity gap $R - a = 0.1a$.

When the sphere is not located at the spherical cavity center (for instance if $d > 0$), very accurate semi-analytical results have been recently reported in Ref. 50 using the method of bipolar coordinates (previously worked out in Refs. 21 and 22). For $d > 0$ we denote the sphere-cavity gap by $\eta = (R - d - a)/a$ and compare the results obtained by $G^\infty$ with two boundary integral approaches obtained when selecting the Green tensors $G^\infty$ or $G^c$. More precisely, the coefficients $c_1, c_3, s, t_1, t_3$ are displayed in Table 7.3 if $G^\infty$ and Table 7.4 if $G^c$ for $R = 4a$, a few values of $\eta$ and several $N$-node meshes on the sphere. For a small sphere-cavity gap it has been necessary to use, on the boundary $\Sigma$, more collocation points than for the case of a sphere at the center of the cavity when using the free-space Green tensor $G^\infty$ (see Table 7.3) and putting 4098 nodes on $\Sigma$ enables a very good agreement with Jones results for $\eta = 0.5$ (medium gap) and $\eta = 0.1$ (small gap). As seen in Table 7.4, using the Green tensor $G^c$ yields more accurate results, especially for the small gap $\eta = 0.1$. 

### Table 7.2

Computed values $c_\infty, \Delta c_\infty, c_c$ and $\Delta c_c$ versus the number $N$ of nodal points on the sphere for $R/a = 1.1, 2$ and 5. Note that 1058 nodes have been spread $\Sigma$ for the evaluation of $(c_s, \Delta c_s)$.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$R/a$</th>
<th>$c_\infty$</th>
<th>$\Delta c_\infty$</th>
<th>$c_c$</th>
<th>$\Delta c_c$</th>
</tr>
</thead>
<tbody>
<tr>
<td>74</td>
<td>1.1</td>
<td>3,258.137</td>
<td>1.00613</td>
<td>2,097.155</td>
<td>0.29128</td>
</tr>
<tr>
<td>242</td>
<td>1.1</td>
<td>2,124.983</td>
<td>0.30842</td>
<td>1,949.547</td>
<td>0.01030</td>
</tr>
<tr>
<td>1,058</td>
<td>1.1</td>
<td>1,777.331</td>
<td>0.09436</td>
<td>1,676.260</td>
<td>0.00353</td>
</tr>
<tr>
<td>exact</td>
<td>1.1</td>
<td>1,624.089</td>
<td>0</td>
<td>1,624.089</td>
<td>0</td>
</tr>
<tr>
<td>74</td>
<td>2.</td>
<td>7.223525</td>
<td>0.00968</td>
<td>7.218993</td>
<td>0.01030</td>
</tr>
<tr>
<td>242</td>
<td>2.</td>
<td>7.289179</td>
<td>0.00068</td>
<td>7.284937</td>
<td>0.00126</td>
</tr>
<tr>
<td>1,058</td>
<td>2.</td>
<td>7.297493</td>
<td>0.00046</td>
<td>7.293273</td>
<td>0.00012</td>
</tr>
<tr>
<td>exact</td>
<td>2.</td>
<td>7.294118</td>
<td>0</td>
<td>7.294118</td>
<td>0</td>
</tr>
<tr>
<td>74</td>
<td>5.</td>
<td>1.749799</td>
<td>0.00344</td>
<td>1.749640</td>
<td>0.00353</td>
</tr>
<tr>
<td>242</td>
<td>5.</td>
<td>1.755232</td>
<td>0.00035</td>
<td>1.755073</td>
<td>0.00044</td>
</tr>
<tr>
<td>1,058</td>
<td>5.</td>
<td>1.755937</td>
<td>0.00005</td>
<td>1.755777</td>
<td>0.00004</td>
</tr>
<tr>
<td>exact</td>
<td>5.</td>
<td>1.755845</td>
<td>0</td>
<td>1.755845</td>
<td>0</td>
</tr>
</tbody>
</table>
Table 7.3. Computed friction coefficients $c_1, c_3, t_1, t_3$ and $s$ versus the number $N$ of collocation points on the particle surface $S$ (with $N_1 = 74, N_2 = 242, N_3 = 1058$) for $R = 4a$ and two dimensionless sphere-cavity gaps $\eta$ using the free-space Green tensor $G^\infty$ and 4098 collocation points on cavity $\Sigma$. The results kindly provided by R.B. Jones are labelled J.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\eta$</th>
<th>$c_1$</th>
<th>$c_3$</th>
<th>$t_1$</th>
<th>$t_3$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1$</td>
<td>0.5</td>
<td>2.6330</td>
<td>4.6730</td>
<td>1.1640</td>
<td>1.0789</td>
<td>0.11870</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.5</td>
<td>2.6473</td>
<td>4.7107</td>
<td>1.1639</td>
<td>1.0755</td>
<td>0.11927</td>
</tr>
<tr>
<td>$N_3$</td>
<td>0.5</td>
<td>2.6488</td>
<td>4.7144</td>
<td>1.1639</td>
<td>1.0755</td>
<td>0.11938</td>
</tr>
<tr>
<td>J</td>
<td>0.5</td>
<td>2.6487</td>
<td>4.7131</td>
<td>1.1639</td>
<td>1.0755</td>
<td>0.11933</td>
</tr>
<tr>
<td>$N_1$</td>
<td>0.1</td>
<td>3.9016</td>
<td>15.552</td>
<td>1.6065</td>
<td>1.1960</td>
<td>0.20206</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.1</td>
<td>3.9273</td>
<td>18.886</td>
<td>1.6145</td>
<td>1.1939</td>
<td>0.19108</td>
</tr>
<tr>
<td>$N_3$</td>
<td>0.1</td>
<td>3.9159</td>
<td>18.832</td>
<td>1.6171</td>
<td>1.1945</td>
<td>0.18494</td>
</tr>
<tr>
<td>J</td>
<td>0.1</td>
<td>3.9121</td>
<td>18.674</td>
<td>1.6163</td>
<td>1.1945</td>
<td>0.18344</td>
</tr>
</tbody>
</table>

Table 7.4. Computed friction coefficients $c_1, c_3, t_1, t_3$ and $s$ versus the number $N$ of collocation points on $S$ (with $N_1 = 74, N_2 = 242, N_3 = 1058$) for $R = 4a$ two dimensionless sphere-cavity gaps $\eta$ using the Green tensor $G^c$ (second approach). The results kindly provided by R.B. Jones are labelled J.

<table>
<thead>
<tr>
<th>$N$</th>
<th>$\eta$</th>
<th>$c_1$</th>
<th>$c_3$</th>
<th>$t_1$</th>
<th>$t_3$</th>
<th>$s$</th>
</tr>
</thead>
<tbody>
<tr>
<td>$N_1$</td>
<td>0.5</td>
<td>2.6327</td>
<td>4.6714</td>
<td>1.1639</td>
<td>1.0789</td>
<td>0.11861</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.5</td>
<td>2.6471</td>
<td>4.7090</td>
<td>1.1639</td>
<td>1.0755</td>
<td>0.11920</td>
</tr>
<tr>
<td>$N_3$</td>
<td>0.5</td>
<td>2.6486</td>
<td>4.7127</td>
<td>1.1639</td>
<td>1.0755</td>
<td>0.11932</td>
</tr>
<tr>
<td>J</td>
<td>0.5</td>
<td>2.6487</td>
<td>4.7131</td>
<td>1.1639</td>
<td>1.0755</td>
<td>0.11933</td>
</tr>
<tr>
<td>$N_1$</td>
<td>0.1</td>
<td>3.9009</td>
<td>15.413</td>
<td>1.6052</td>
<td>1.1960</td>
<td>0.20138</td>
</tr>
<tr>
<td>$N_2$</td>
<td>0.1</td>
<td>3.9237</td>
<td>18.636</td>
<td>1.6134</td>
<td>1.1938</td>
<td>0.19001</td>
</tr>
<tr>
<td>$N_3$</td>
<td>0.1</td>
<td>3.9121</td>
<td>18.711</td>
<td>1.6160</td>
<td>1.1945</td>
<td>0.18353</td>
</tr>
<tr>
<td>J</td>
<td>0.1</td>
<td>3.9121</td>
<td>18.674</td>
<td>1.6163</td>
<td>1.1945</td>
<td>0.18344</td>
</tr>
</tbody>
</table>

7.7. Concluding Remarks

The boundary element technique introduced in this chapter admits very closely-related applications in other fields appealing to linear differential equations for which a Green function or tensor exists: linear elasticity, linear acoustics (Helmholtz equation), Brinkman flows. In each case, the required steps are the ones introduced in the previous sections (counterpart of the reciprocal identity and energy dissipation, unicity issue, integral representation of the field in the domain, resulting boundary
integral equations on the domain boundary, numerical implementation by resorting to boundary elements and the reader is directed for details to textbooks.\textsuperscript{30, 40–42}

The comparisons presented in Section 7.6 highlight the very good accuracy of the boundary integral method. For the sake of conciseness, these benchmark tests solely deal with one solid particle but additional comparisons for 2-particle clusters either settling or experiencing a so-called electrophoretic migration are however available in Refs. 51 and 52 respectively.

Since the finite element method (FEM) is nowadays widely employed and implemented in most of software it is worth comparing its merits and drawbacks with the introduced boundary element method (BEM), at least in the selected field of Low-Reynolds-Number (also named creeping) steady flows. Briefly, one can list the following features for each method:

(1) The FEM is very easy to implement by dividing the liquid domain in cells and using low-order quadrature formulae is sufficient. However, it is necessary to adequately truncate the domain when the liquid is not confined by a cavity resulting in huge linear system to invert.

(2) The BEM solely requires meshing the boundary $S \cup \Sigma$ of the liquid and therefore yields linear systems of reasonable size. It is quite suitable for external problems when the liquid is solely bounded by the particles (no additional bounding surface $\Sigma$). In such circumstances, one can employ the free-space tensor $G^\infty$ of very simple and analytical Cartesian components given by (7.48). Moreover, as illustrated in Section 7.6, the method also produces very accurate results for externally bounded liquid domains once one is able to accurately compute (if possible, at a reasonable cpu time cost) both the weakly singular Green tensor $G^c$ (for regular integrals) and the regular difference $G^c - G^\infty$ for the weakly singular integrals.

(3) As emphasized in Section 7.5.4, the achieved accuracy of a numerical implementation of the BEM is dictated by the choice of the order of the employed Gaussian quadrature formula when discretizing the boundary integral equations. The nice guide proposed in Ref. 45 is issued from numerical experiments, and any other theoretically-established scheme would therefore be of great interest to select the Gaussian quadratures versus a prescribed accuracy. Such a challenging and cumbersome issue fully deserves attention in the future.
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Boundary integral techniques (BIT) offer several advantages for tracking free surfaces in inviscid fluids. They reduce the spatial dimension by one in that only information on the surface is needed to advance the location of the surface. For irrotational flow, the fluid velocity is given by the gradient of a velocity potential which satisfies Laplace’s equation. Formal solutions can be expressed in terms of Green’s functions for Laplace’s equation and these solutions lead to elegant formulations for free surface flows. In particular, dipole distributions along the surface provide a perfect representation for the potential since the normal derivatives are continuous across the surface, one of the required boundary conditions. Lagrangian markers on the surface move with a weighted average of the fluid velocities, the weighting based on the difference in densities across the surface. This choice provides a natural adaption in the representation of the surface in time. Finally, Bernoulli’s equation can be used to satisfy the dynamic boundary condition at the surface, leading to an integral equation for the dipole strength. This formulation, provided in this chapter, has been used successfully in the study of water waves, the Rayleigh–Taylor instability and the rise of bubbles. Modifications are presented for the case of multiple surfaces and the presence of solid boundaries.

8.1. The Nature of Free Surface Flows

Free surfaces abound everywhere. The most common example is the interface between water and air. We see these surfaces as rain drops, ocean waves, a glass of water, etc. They appear over a vast range of length scales and they encompass multiple phenomena: jets of water that break into drops, waves that crash on the shore; mixtures of oil and water in porous rock (oil reservoirs); rivulets of water flowing down a window pane.
The list goes on and on. The fascination we find in water surfaces has naturally attracted scientists to develop mathematical models to describe their behaviour. By far, the most common studies assume continuum models with a sharp interface. In particular, the Euler equations or the Navier-Stokes equations are used for the fluid flow and jump conditions that satisfy kinematic and dynamic conditions are imposed at the surface. These models have been thoroughly tested over the last few centuries, and they are now well accepted as good models for free surface flow.

Despite the great success of the standard models for free surface flow, there remain aspects of their behaviour far less well understood, in particular when free surfaces undergo topological changes as in the break-up of a liquid jet into droplets. The separation of a droplet from the jet happens almost instantaneously on a molecular level that makes it extraordinarily difficult to express in a mathematical model, especially one that is a continuum model. Further difficulties in mathematical models arise at the point of contact between a free surface and a solid boundary, the so-called contact-line problem. These difficulties will not be addressed here.

Even when the surface remains smooth without topological changes, the full equations of motion are nonlinear and must be solved in a changing geometry. Not surprisingly, many studies of free surface flow have employed various approximations of the basic equations or restricted the nature of the free surface in some way to make the mathematical problems tractable.

A vast body of knowledge has been gained this way and has served the scientific community well. Over the last century, with the advent of high-speed computing, several numerical methods have been developed to track free surface motion. Some of the popular ones include level set methodology, front-tracking techniques and finite volume methods. The overriding factor that emerges from these approaches is the importance of highly accurate calculations of the free surface velocities. Otherwise, the numerical evolution of the surface quickly becomes inaccurate and can lead to unphysical behaviour. The challenge, then, is the continual improvement of numerical techniques that ensure accurate and reliable calculations of free surface flow.

There are two classes of free surface flows where boundary integrals have a natural advantage over other methods. They are characterized by very large or very small Reynolds numbers. The Reynolds number is the ratio of inertial forces to viscous forces. It is small when viscous effects dominate, such as the motion of small drops; it is large when viscous effects are negligible, such as the propagation of water waves. In the former case, the fluid equations can be reduced to the solution of a bi-harmonic
equation: this topic is covered thoroughly by Pozrikidis. In the latter case, the fluid equations can be reduced to the solution of Laplace’s equation. Here, it is natural to use source or dipole distributions along the surface, and the velocity at the surface can be expressed completely by boundary integrals of these distributions. In essence, only information on the surface is needed to update the surface, thus reducing the effective spatial dimension of the problem by one. Further, the surface may be represented explicitly through a surface parametrization; there is no need to embed the surface in a numerical grid.

In the next section, boundary integrals will be formulated as the solution to Euler’s equation of fluid motion with free surfaces. The formulation is for a surface between two fluids of constant but different densities in three-dimensional flow. The restriction to two-dimensional flow is included separately to illustrate its connection to complex analysis, a powerful tool that allows improved numerical methods. The challenge for numerical simulations is reliable and accurate calculation of the boundary integrals which contain singular integrands. This issue is addressed in Section 8.3. In particular, there are some highly accurate methods for surfaces (curves) in two-dimensional flow. These methods are applied to several free surface flow problems in Section 8.4 which contain a single free surface, such as water waves, Rayleigh–Taylor instabilities and rising bubbles. The extension to more free surfaces is straightforward, but an additional boundary integral formulation is needed when solid boundaries are present (described in Section 8.5). Yet, there remain difficulties and the chapter will close in describing some of them.

8.2. Mathematical Formulation

Euler’s equations for fluid flow in the absence of viscous effects are:

\[
\begin{align*}
\frac{\partial \rho}{\partial t} + (\mathbf{u} \cdot \nabla) \rho &= 0, \\
\frac{\partial \mathbf{u}}{\partial t} + (\mathbf{u} \cdot \nabla) \mathbf{u} &= -\frac{1}{\rho} \nabla p + \mathbf{g},
\end{align*}
\]

where \(\mathbf{u}\) is the fluid velocity, \(\rho\) is the density, \(p\) is the hydrodynamic pressure and \(\rho \mathbf{g}\) is the gravitational force. For liquids and gases moving slowly, it is usual to assume the flow is incompressible,

\[
\nabla \cdot \mathbf{u} = 0.
\]

\(\rho\)}
Equations (8.1–8.2) are evolution equations for \( \rho \) and \( \mathbf{u} \), with Eq. (8.3) acting as a constraint that determines \( p \).

Another form of these equations uses the vorticity \( \boldsymbol{\omega} = \nabla \times \mathbf{u} \). By taking the curl of Eq. (8.2), an evolution equation for the vorticity is derived.

\[
\frac{\partial \boldsymbol{\omega}}{\partial t} + (\mathbf{u} \cdot \nabla) \boldsymbol{\omega} - (\boldsymbol{\omega} \cdot \nabla) \mathbf{u} = \nabla p \times \nabla \left( \frac{1}{\rho} \right).
\]  

(8.4)

Now the velocity must be determined from Eq. (8.3) and the definition of the vorticity. A standard approach is to introduce the vector potential \( \mathbf{A} \) by \( \mathbf{u} = \nabla \times \mathbf{A} \). This choice automatically satisfies Eq. (8.3), and the definition of the vorticity becomes

\[
\nabla^2 \mathbf{A} = -\boldsymbol{\omega},
\]  

(8.5)

with the additional requirement \( \nabla \cdot \mathbf{A} = 0 \). Several books\textsuperscript{2–4} provide excellent coverage of vorticity and vortex methods, which have direct connections to the methods described in this chapter.

A particular value of the vorticity formulation Eq. (8.4) is that it draws attention to the production of vorticity. The terms on the left-hand side of Eq. (8.4) describe the advection and stretching of vortex lines, and the term on the right-hand side describes how vorticity may be created. In the absence of solid boundaries, vorticity can only be produced from density gradients. For flows where it is reasonable to assume density is uniform, vorticity is conserved. In particular, if there is no initial vorticity, then there will be none in the future.

On the other hand, if there is a sharp interface separating regions of constant but different densities, then vorticity is created at the interface. Unfortunately, the production of vorticity on the interface is a generalized function and difficult to derive from Eq. (8.4) directly. Instead, it is easier to seek solutions in each region separately and then connect them through interfacial conditions at the surface.

In each region, the velocity must be curl-free. Consequently, the velocity may be expressed in terms of a velocity potential \( \mathbf{u} = \nabla \phi \). Upon substitution into Eq. (8.2), the equation may be integrated to produce Bernoulli’s equation,

\[
\frac{\partial \phi}{\partial t} + \frac{1}{2}(\nabla \phi)^2 + \frac{p}{\rho} + gy = C(t),
\]  

(8.6)
where it is now assumed that $y$ is a coordinate in the upward vertical direction. Further, Eq. (8.3) becomes

$$\nabla^2 \phi = 0.$$  \hspace{1cm} (8.7)

The way forward is to use Bernoulli’s equation, Eq. (8.6), to update the potential at the surface, and then to use the result as a Dirichlet boundary condition for the solution to Laplace’s equation, Eq. (8.7). This is where boundary integral techniques come into play.

### 8.2.1. Three-dimensional BIT

Quite clearly, Eq. (8.5) and Eq. (8.7) are candidates for boundary integral methods. To proceed, boundary conditions are needed. Consider a sharp interface between two immiscible fluids of different densities. The interface must move with the fluid: this requires that the normal component of the fluid velocities at the interface match the normal velocity of the interface. Let $\mathbf{n}$ be the unit normal to the surface pointing outwards if the surface is closed and pointing downward if the surface is open and extends to infinity in the horizontal direction. Designate the fluid quantities on either side of the interface by the subscript 1 if the quantity is on the outside (below) the surface and subscript 2 if it is inside (above). Then the kinematic condition is that the normal components of the fluid velocities must match:

$$\mathbf{n} \cdot \mathbf{u}_1 = \mathbf{n} \cdot \mathbf{u}_2.$$ \hspace{1cm} (8.8)

Dynamic considerations require that the pressure jump across the interface is balanced by the interfacial force due to surface tension.

$$p_2 - p_1 = T\kappa.$$ \hspace{1cm} (8.9)

The surface tension coefficient is $T$ and the curvature is $\kappa$. Boundary integrals are needed that satisfy Eqs. (8.8–8.9).

There are many choices for boundary integrals that solve elliptic problems. One in particular offers advantages for free surface flows. Dipole distributions automatically guarantee continuity of the normal derivatives of the potential, in other words, continuity of the normal components of velocity Eq. (8.8). Let $\mu$ be a dipole strength distributed along the interface written in parametric form as $\mathbf{x}(\mathbf{p}, t)$, where $\mathbf{p}$ represents two surface coordinates $(p_1, p_2)$.$^a$ Then the potential generated by the dipole

---

$^a$The dependency on time will no longer be explicitly indicated unless necessary.
distribution along the surface is
\[ \phi(x) = \int \mu(q) n(q) \cdot \nabla_q G(x - x(q)) \, dS(q). \]  
(8.10)

The subscript \( q \) on \( \nabla \) indicates that the gradient is with respect to \( x(q) \), i.e. the second argument of \( G \). The Green’s function \( G \) depends on the dimensions of the elliptic equation. In two dimensions,
\[ G(x - x(q)) = \frac{1}{2\pi} \ln |x - x(q)|, \]  
(8.11)

and in three dimensions,
\[ G(x - x(q)) = -\frac{1}{4\pi} \frac{1}{|x - x(q)|}. \]  
(8.12)

While the normal derivative of the potential is continuous across the interface, the potential jumps in value by \( \mu \). Specifically, as \( x \to x(p) \) approaches the interface along the normal direction, the potential has the limiting values,
\[ \phi_1(p) = I(p) - \frac{\mu(p)}{2}, \]  
(8.13)
\[ \phi_2(p) = I(p) + \frac{\mu(p)}{2}, \]  
(8.14)

where
\[ I(p) = \int \mu(q) n(q) \cdot \nabla_q G(x(p) - x(q)) \, dS(q). \]  
(8.15)

This integral must be interpreted as a principal-valued integral. It gives the average value of the potentials on either side of the interface, and the dipole strength is the jump in value of the potential across the interface. These statements follow by simply adding or subtracting Eq. (8.13) and Eq. (8.14).

So far, the potential \( \phi \) generated by Eq. (8.10) satisfies Eq. (8.7) and the interfacial condition Eq. (8.8). The other interfacial condition Eq. (8.9) will determine \( \mu \). Before describing how, let’s determine first how the velocity of the interface can be calculated when \( \mu \) is considered known. The first issue to face is the choice for the velocity of the interface. While the normal

\[^{b}\text{The limiting behaviour depends on the choice of direction of the normal in Eq. (8.10), so the sign of the jump in the potential may be different from other derivations.}\]
component is continuous, the tangential components may jump. A flexible choice is to take a weighted average,

$$\frac{\partial x}{\partial t} = u_I \equiv \frac{1}{2} \left[(1 + \alpha)u_1 + (1 - \alpha)u_2\right],$$

(8.16)

where the parameter $\alpha$ controls the weighting. For example, when $\alpha = 1$, the velocity of the interface is the velocity of the outer (lower) fluid. The time derivative of the location of the interface is written with partial derivatives to emphasize that the surface location $p$ is held fixed. In other words, the motion of the interface is Lagrangian and $p$ represents the Lagrangian label.

In line with the nature of the potential at the surface, define the average velocity and the jump in velocity as

$$U = \frac{1}{2}(u_1 + u_2), \quad m = u_2 - u_1.$$  

(8.17)

Consequently, the interfacial velocity is

$$u_I = U - \frac{\alpha}{2} m.$$  

(8.18)

The goal now is to determine $U$ and $m$ by using information on the surface only.

The tangential velocity components can be determined directly from the tangential derivatives of the potential evaluated along the surface. Specifically, let $\phi(p_1, p_2) = \phi(x(p))$ represent either the potential above or below evaluated on the surface and differentiate with respect to $p_1$ and $p_2$ separately.

$$\frac{\partial \phi}{\partial p_1} = \frac{\partial x}{\partial p_1} \cdot \nabla \phi, \quad \text{and} \quad \frac{\partial \phi}{\partial p_2} = \frac{\partial x}{\partial p_2} \cdot \nabla \phi.$$  

(8.19)

Since

$$t_1 = \frac{\partial x}{\partial p_1}, \quad t_2 = \frac{\partial x}{\partial p_2},$$  

(8.20)

are tangent vectors (not necessarily unit vectors), the tangential components of the velocities at the interface give

$$t_1 \cdot U = \frac{\partial I}{\partial p_1}, \quad t_2 \cdot U = \frac{\partial I}{\partial p_2},$$  

(8.21)

$$t_1 \cdot m = \frac{\partial \mu}{\partial p_1}, \quad t_2 \cdot m = \frac{\partial \mu}{\partial p_2}.$$  

(8.22)
The tangent vectors may be used to determine the unit normal to the interface,

$$|t_1 \times t_2| \mathbf{n} = t_1 \times t_2.$$  \hspace{1cm} (8.23)

The assumption is that the orientation of the tangent vectors are such as to make the normal vector point outwards (below). The next step is to find a way to determine the normal velocity component $\mathbf{n} \cdot \nabla \phi$. One way forward is to use Green’s theorem to formulate a boundary integral equation for the normal derivative of $\phi$, given $\phi$ on the surface. This approach is often used when either $\rho_1$ or $\rho_2$ is zero, but it may be possible to use it in the general case.

An alternative approach is based on tangential derivatives of the vector potential. Fortunately, the vector potential can be determined by a boundary integral of the dipole distribution. Start with $\nabla \phi = \nabla \times \mathbf{A}$, and use the vector identity,

$$\nabla \left( \mathbf{n}(q) \cdot \nabla \! q G(x(p) - x(q)) \right) = \left( \mathbf{n}(q) \cdot \nabla \! p \right) \left( \nabla \! q G(x(p) - x(q)) \right)$$

$$= -\nabla \times \left( \mathbf{n}(q) \times \nabla \! q G(x(p) - x(q)) \right),$$

to derive the expression for the vector potential,

$$\mathbf{A}(p) = -\int \mu(q) \mathbf{n}(q) \times \nabla \! q G(x(p) - x(q)) \, dS(q),$$  \hspace{1cm} (8.24)

where

$$dS(q) = |t_1 \times t_2| \, dp_1 \, dp_2.$$

The vector potential is continuous across the interface so its tangential derivatives do not jump in value. Apply the identity

$$\iint \nabla \times \mathbf{A} \cdot \mathbf{n} \, dS = \int \mathbf{A} \cdot \, dl$$  \hspace{1cm} (8.25)

to a small closed region lying on the interface. The result gives

$$(t_1 \times t_2) \cdot \mathbf{U} = \frac{\partial A_2}{\partial p_1} - \frac{\partial A_1}{\partial p_2},$$  \hspace{1cm} (8.26)

where

$$A_1 = t_1 \cdot \mathbf{A}, \quad A_2 = t_2 \cdot \mathbf{A}.$$  \hspace{1cm} (8.27)
The quantities $A_1$ and $A_2$ are integrals that result from applying the dot product to Eq. (8.24). Equations (8.20–8.21, and 8.26) determine the velocity at the interface. They constitute a set of linear equations for $U$ and $m$ which may be solved in closed form to give

$$
|t_1 \times t_2| U = t_2 \times n \frac{\partial I}{\partial p_1} - t_1 \times n \frac{\partial I}{\partial p_2} + n \left[ \frac{\partial A_2}{\partial p_1} - \frac{\partial A_1}{\partial p_2} \right].
$$

(8.28)

$$
|t_1 \times t_2| m = t_2 \times n \frac{\partial \mu}{\partial p_1} - t_1 \times n \frac{\partial \mu}{\partial p_2}.
$$

(8.29)

The result shows that $U$ can be determined by the surface derivatives of three boundary integrals, $I$ Eq. (8.15) and $A_1$ and $A_2$ Eq. (8.27). The two results, Eqs. (8.28–8.29), determine $u_I$ Eq. (8.15) which completes the specification of the velocity of a Lagrangian marker on the interface Eq. (8.16). So far, no information other than surface quantities need to be known.

The last step is the derivation of an evolution equation for the dipole strength. This derivation must use Bernoulli’s equation Eq. (8.6) and the dynamic boundary condition Eq. (8.9), but Bernoulli’s equation must be transformed to account for the Lagrangian motion of the surface markers (fixed $p$). The change in potential following the Lagrangian motion on either side of the interface is

$$
\rho_1 \left[ \frac{\partial \phi_1}{\partial t} - u_I \cdot u_1 + \frac{1}{2} |u_1|^2 + gy \right] + p_1 = 0,
$$

(8.30)

$$
\rho_2 \left[ \frac{\partial \phi_2}{\partial t} - u_I \cdot u_2 + \frac{1}{2} |u_2|^2 + gy \right] + p_2 = 0.
$$

(8.31)

By subtracting Eq. (8.31) from Eq. (8.30) and using the definitions of the surface velocity Eq. (8.18), one finds after some lengthy algebra,

$$
\frac{1}{2} \frac{\partial \mu}{\partial t} - A \frac{\partial I}{\partial t} = -\frac{\alpha}{4} |m|^2 - A \left[ \frac{1}{2} |U|^2 - \frac{\alpha}{2} m \cdot U - \frac{1}{8} |m|^2 - gy \right] - \frac{T}{\rho_1 + \rho_2} \kappa.
$$

(8.32)

The Atwood number measures the jump in the density and is defined as

$$
A = \frac{\rho_1 - \rho_2}{\rho_1 + \rho_2}.
$$

(8.33)
The time derivative of $I$ can be split into two parts:

$$\frac{\partial I}{\partial t} = \int \frac{\partial \mu(q)}{\partial t} \mathbf{n}(q) \cdot \nabla_q G(\mathbf{x}(p) - \mathbf{x}(q)) |t_1 \times t_2| \, dp_1 \, dp_2$$

$$+ \int \mu(q) \frac{\partial}{\partial t} \left\{ \mathbf{n}(q) \cdot \nabla_q G(\mathbf{x}(p) - \mathbf{x}(q)) |t_1 \times t_2| \right\} \, dp_1 \, dp_2. \quad (8.34)$$

The time derivative in the second integral must be taken carefully since all the quantities in the braces depend on time through their dependency on $\mathbf{x}(p,t)$. The time derivative of $\mathbf{x}(p,t)$ is $\mathbf{u}_T$ which depends only on $\mu$ and the location of the interface and may be calculated as already described above. Consequently, the second integral and the right-hand side of Eq. (8.32) may be calculated provided only that $\mu$ is known. The first integral in Eq. (8.34) coupled with the first term in Eq. (8.32) forms a Fredholm integral equation of the second kind for the rate of change of the dipole strength, and its solution provides a way to update $\mu$.

In summary, Eqs. (8.16, 8.18, 8.28, 8.29 and 8.32) constitute a set of evolution equations for $\mathbf{x}$ and $\mu$. Knowing $\mathbf{x}$ and $\mu$ at some time $t$, the tangent vectors Eq. (8.20) and the normal Eq. (8.23) may be evaluated, and then the boundary integrals Eqs. (8.15 and 8.27) may be evaluated to determine the average velocity $\mathbf{U}$ and the velocity difference $\mathbf{m}$ from Eqs. (8.28 and 8.29). This gives the interfacial velocity $\mathbf{u}_I$ defined in Eq. (8.18). Finally, the right-hand side terms of Eq. (8.32) may be evaluated, including the second integral in Eq. (8.34), and the integral equation Eq. (8.32) may be solved to obtain the rate of change of the dipole strength. Consequently, the surface location and the dipole strength may be updated in time.

The dipole strength has a direct connection to a special distribution of vorticity on the interface. By integrating by parts, Eq. (8.24) may be written as

$$\mathbf{A} = - \int \omega(q) G(\mathbf{x}(p) - \mathbf{x}(q)) \, d\mathbf{S}(q), \quad (8.35)$$

where

$$\omega(p) = \Gamma(p) \delta(n)$$

$$= \frac{1}{|t_1 \times t_2|} \left( \frac{\partial \mu}{\partial p_1} t_2 - \frac{\partial \mu}{\partial p_2} t_1 \right) \delta(n). \quad (8.36)$$
Equation (8.35) is a formal solution to Eq. (8.5) where \( \omega \) is a vorticity distribution. It is a delta distribution on the interface and its direction lies in the tangent plane. The quantity \( \Gamma \) is called the vortex sheet strength and it measures the jump in tangential velocity across the interface. The creation of the dipole strength Eq. (8.32) when \( A \neq 0 \) or \( T \neq 0 \) corresponds directly to the creation of a vortex sheet at the interface where the density jumps in value and/or when surface tension effects are present. While it is not easy to derive the equation for the generation of the vortex sheet strength from Eq. (8.4), it is relatively straightforward to derive an evolution equation for \( \Gamma \) from its definition in Eq. (8.36) and the evolution equation for the dipole strength Eq. (8.32), but the result is a complicated expression with no apparent advantage over the dipole formulation.

A specific feature of the particular formulation of free surface flow presented in this chapter is its generality since it allows fluids of different densities on either side of the interface. A similar approach adopted to study water waves chooses the motion of the markers to be purely vertical, which imposes some limitations on the geometry of the surface (breaking waves must be excluded). Both these approaches are the natural extension of the derivation in two-dimensions (one-dimensional surface) which follows the pioneering work of Birkhoff. In contrast, most derivations of boundary integrals for free surface flow have picked one of the fluid densities to be zero, corresponding to one of the choices \( A = \pm 1 \). Bernoulli’s equation Eq. (8.6) is used to update the potential on the free surface and various boundary integral techniques are used to solve Laplace’s equation for the potential. The first derivation following this approach uses a dipole representation in three dimensions, but only the application to axisymmetric flows is calculated numerically. Another technique, developed first for two-dimensional flow, uses Green’s third identity to obtain a Fredholm integral equation of the first kind for the normal component of the velocity. Numerically, a full system of equations for the discrete approximation must be solved at each time level. In contrast, a Fredholm integral equation of the second kind for the normal component of the velocity given the potential along the interface may be solved iteratively. It is also possible to prove numerical stability when a regularized Green’s function is used in the numerical approximations, a technique developed first in two dimensions. A different approach uses a special surface parametrization to take advantage of the Riesz transform to ensure numerical stability of the boundary integral formulation based on dipole distributions. Finally, there are some special techniques, in particular...
those based on conformal mapping\textsuperscript{15} or analytic continuation,\textsuperscript{16,17} that can only be used in two-dimensional flows.

Perhaps the greatest strength of the formulation based on dipole distributions is that the integral equation Eq. (8.32) may be solved by modern iterative techniques, such as multigrid and GMRES with a suitable preconditioner. At each stage of the iteration, the cost in calculating the integral may be reduced with multipole or tree-code algorithms.\textsuperscript{18,19} Moreover, the integrals for each $p$ can be performed on separate processors leading to a natural procedure on parallel computer architectures. At the same time, the choice of $\alpha$ allows control on adaptivity. The physical choice $\alpha = A$ takes the density weighted average of the velocities at the interface as the interfacial velocity and proves to be an effective choice in many cases.

Assumptions so far include the presence of only a single interface, either closed or in open periodic geometry where the fluid is at rest far from the interface. If there is an additional external flow, it may be added directly in Eq. (8.18). There are other modifications and extensions for the presence of multiple interfaces and the presence of solid boundaries. These modifications and extensions will be described later for the simpler case of two-dimensional flow. Indeed, a substantial amount of study has concentrated on two-dimensional flows both because of the simplification in the formulation and because of the much lower cost in computational time. It is appropriate, therefore, to state the formulation specifically for two-dimensional flow and describe the various modifications when additional free surfaces and rigid boundaries are present. The approach will be equally valid in three-dimensional flow.

### 8.2.2. Two-dimensional BIT

Introduce a right-handed coordinate system with unit vectors $\mathbf{i}, \mathbf{k}$ lying in the horizontal plane and $\mathbf{j}$ pointing vertically upwards. Gravity will be assumed to act vertically downwards. The flow is now assumed to lie in the $\mathbf{i}, \mathbf{j}$ only. A general parametric form for the interface location is

$$x = x(p_1) \mathbf{i} + y(p_1) \mathbf{j} + p_2 \mathbf{k},$$  \hspace{1cm} (8.37)

and the dipole distribution depends on $p_1 = p$ only,

$$\mu(p) = \mu(p)$$  \hspace{1cm} (8.38)

This choice ensures that the fluid velocity lies in the $xy$-plane only.
The tangent vectors Eq. (8.20) and the unit normal vector Eq. (8.23) are (with $p_1 = p$)
\[
\mathbf{t}_1 = x_p \mathbf{i} + y_p \mathbf{j}, \quad \mathbf{t}_2 = \mathbf{k}, \quad \mathbf{n} = \frac{y_p}{s_p} \mathbf{i} - \frac{x_p}{s_p} \mathbf{j},
\]
(8.39)
where $p$ is taken to run anti-clockwise (closed) or left to right (open), and
\[
s_p^2 = x_p^2 + y_p^2
\]
(8.40)
gives the square of the derivative of the arclength: subscript $p$ refers to differentiation.

The boundary integral Eq. (8.15) that determines the average potential at the interface becomes
\[
I(p) = -\frac{1}{2\pi} \int \mu(q) \frac{y_q(q)(x(p) - x(q)) - x_q(q)(y(p) - y(q))}{(x(p) - x(q))^2 + (y(p) - y(q))^2} \, dq.
\]
(8.41)
The vector potential has only one component $\mathbf{A} = \psi \mathbf{k}$; $\psi$ is called the streamfunction. From Eq. (8.27), $A_1 = 0$ and $A_2 = \psi$, and from Eq. (8.24),
\[
\psi(p) = \frac{1}{2\pi} \int \mu(q) \frac{x_q(q)(x(p) - x(q)) + y_q(q)(y(p) - y(q))}{(x(p) - x(q))^2 + (y(p) - y(q))^2} \, dq.
\]
(8.42)
The velocity of the interface is determined by Eqs. (8.28 and 8.29).
\[
s_p^2 \mathbf{U} = (x_p I_p + y_p \psi_p) \mathbf{i} + (y_p I_p - x_p \psi_p) \mathbf{j},
\]
(8.43)
\[
s_p^2 \mathbf{m} = x_p \mu_p \mathbf{i} + y_p \mu_p \mathbf{j}.
\]
(8.44)
Let $\mathbf{U} = u \mathbf{i} + v \mathbf{j}$, then $u, v$ are easily determined by Eq. (8.43) and the velocity components of the interface motion Eq. (8.16) are
\[
\frac{\partial x}{\partial t} = u_I = u - \frac{\alpha \mu_p x_p}{2 s_p^2},
\]
(8.45)
\[
\frac{\partial y}{\partial t} = v_I = v - \frac{\alpha \mu_p y_p}{2 s_p^2}.
\]
(8.46)
The evolution of the dipole strength is determined by Eq. (8.32).
\[
\frac{\partial \mu}{\partial t} - 2A \frac{\partial I}{\partial t} = -\alpha \frac{\mu_p^2}{2 s_p^2} - A \left[ u^2 + v^2 - \alpha \frac{(ux_p + vy_p) \mu_p}{s_p^2} \right] - \frac{1}{4} \frac{\mu_p^2}{s_p^2} - 2gy
\]
\[
- \frac{2T}{\rho_1 + \rho_2} \frac{x_p y_{pp} - y_p x_{pp}}{s_p^4}.
\]
(8.47)
Unfortunately, the expression for the time derivative of $I$ is lengthy, so it is convenient to introduce a more compact notation. Let $z(p) = x(p) + iy(p)$ be the location of the interface in the complex plane. There is a natural connection between potential theory and complex variables and restatement of the formulation in terms of complex variables leads to other insights in the application of boundary integral methods to free surface flows in two dimensions.

Introduce the complex potential $\phi + iv$. In particular, let the average complex potential at the interface be denoted $\Phi = I + iv$. Then Eq. (8.41) and Eq. (8.42) may be combined into one complex integral,

$$
\Phi(p) = \frac{1}{2\pi i} \int \mu(q) \frac{z_q(q)}{z(q) - z(p)} dq.
$$

Of course, this integral must be taken in the principal-valued sense. It is clearly the parametric form of the Cauchy integral.

The complex velocity $w = u + iv$ is related to the derivative of the complex potential. The average complex velocity Eq. (8.43) at the interface will be

$$
w^*(p) = \frac{\Phi_p(p)}{z_p(p)},
$$

where the superscript $*$ refers to complex conjugation and the subscripts $p$ indicate differentiation as before. The motion of the interface Eqs. (8.45 and 8.46) becomes the complex weighted velocity

$$
W^* = w^* - \frac{\alpha}{2} \frac{\mu_p}{z_p},
$$

$$
\frac{\partial z}{\partial t} = W.
$$

Equation (8.47) may be rewritten as

$$
\frac{\partial \mu}{\partial t} - 2A R \left\{ \frac{1}{2\pi i} \int \frac{\partial \mu}{\partial t}(q) \frac{z_q(q)}{z(q) - z(p)} dq \right\} = R(p)
$$

where

$$
R(p) = 2A R \left\{ \frac{1}{2\pi i} \int \mu(q) \frac{W_q(q)}{z(q) - z(p)} dq 
- \frac{1}{2\pi i} \int \mu(q) \frac{z_q(q)(W(q) - W(p))}{(z(q) - z(p))^2} dq \right\} + \left( \frac{A}{4} - \frac{\alpha}{2} \right) \frac{\mu_p^2}{s_p^2}.
$$
\[-A \left[ w^\ast w - \alpha \mu p \Re \left\{ \frac{w}{z_p} \right\} - 2g \Im \{z\} \right] - \frac{2T}{\rho_1 + \rho_2} \frac{1}{s_p} \Im \left\{ \frac{z_{pp}}{z_p} \right\} \right].

(8.53)

Written this way, it is clear that Eq. (8.52) constitutes a Fredholm integral equation of the second kind for the rate of change of the dipole strength.

The connection between a dipole distribution and a vortex sheet representation is very easy to establish in this new notation. By integrating by parts, the complex velocity can be written as

\[ w^\ast = \frac{\Phi}{z_p} = \frac{1}{2\pi i} \int \frac{\mu(q)}{dq} \left( \frac{1}{z(q) - z(p)} \right) dq \]

\[ = \frac{1}{2\pi i} \int \frac{\mu_p(q)}{z(q) - z(p)} dq, \tag{8.54} \]

which is the complex form for the Birkhoff-Rott integral that gives the motion of a vortex sheet. The vortex sheet strength is \( \Gamma = \mu_p/s_p \); see Eq. (8.36). It is convenient, and common, to express \( \mu_p \) as the unnormalized vortex sheet strength \( \gamma \). The evolution equation for \( \gamma \) follows simply from differentiating Eq. (8.47) with respect to \( p \). If there is no jump in density \( A = 0 \) and if surface tension may be neglected \( T = 0 \), the choice \( \alpha = 0 \) (the motion of the interface is the average velocity) means \( \gamma \) remains a constant in time. Thus,

\[ \frac{\partial z^\ast}{\partial t} = \frac{1}{2\pi i} \int \frac{\gamma(q)}{z(q) - z(p)} dq \tag{8.55} \]

is the equation of motion for a vortex sheet, a well-studied equation as the model for a thin shear layer.\(^{20,21}\)

There is an important difference between a dipole and vortex sheet representation. The mean value of the dipole strength is dynamically unimportant and the far-field motion is at rest. If the vortex sheet strength has a mean value then there is a net circulation in the region containing the interface and the far-field motion will reflect its presence. In particular, if the vortex sheet is in open, periodic geometry, then the fluids above and below the sheet flow past each other in a shearing motion. In this case, the mean value of \( \gamma \) is the jump in the velocities of the two fluids far from the sheet. In other words, if there is a mean shear flow at the interface, it is more appropriate to use a vortex sheet representation.

This completes the basic derivation of boundary integral methods for free surface flows. However, there is a useful modification for open, periodic
geometries which is needed for studies of water waves and the Rayleigh–Taylor instability.

8.2.3. Open, periodic geometry

The Green’s function, Eq. (8.11) or Eq. (8.12), used in the derivation of the boundary integrals for free surface flow is the free space Green’s function. If there are geometrical constraints on the motion, there may be other Green’s functions more appropriate for the boundary integrals. An obvious example is open, periodic geometry where the interface and its motion remain periodic in the horizontal plane. A periodic Green’s function may be obtained by the method of images which then guarantees periodic motion.

For two-dimensional motion, the assumption will be that \( z(p + L) = L + z(p) \) and \( \mu(p + L) = \mu(p) \). Then

\[
\Phi(p) = \frac{1}{2\pi i} \int_{-\infty}^{\infty} \mu(q) \frac{z_q(q)}{z(q) - z(p)} dq
\]

\[
= \frac{1}{2\pi i} \int_{0}^{L} \mu(q) z_q(q) \sum_{n=-\infty}^{\infty} \frac{1}{z(q) - z(p) - nL} dq
\]

\[
= \frac{1}{2L} \int_{0}^{L} \mu(q) z_q(q) \cot \left\{ \frac{\pi}{L} (z(q) - z(p)) \right\} dq. \quad (8.56)
\]

The formula for the sum can be found in Reference 22. The standard choice is to scale \( z \) with \( L/2\pi \) or equivalently set \( L = 2\pi \). Besides the obvious replacement of the Green’s function in the integrals in Eq. (8.52) and Eq. (8.53), the equations of motion for the interface remain unchanged. The value of Eq. (8.56) is that the range of integration is finite, and the integrand is periodic allowing highly accurate spectral methods to be used numerically.

Unfortunately, the periodic Green’s function in three dimensions requires a double sum that does not even converge. Fortunately, the sum can be modified so that it is convergent without destroying the nature of the Green’s function; only the mean level of the Green’s function is affected. Since only derivatives of the Green’s function are needed in the boundary integrals, they remain unchanged. Even so, the modified sum has no known closed form and converges very slowly. Instead, the sum can be converted to rapidly converging Ewald sums.\(^9\)
The boundary integral equations for free surface flow are nonlinear and only a few special solutions are known. A simple example is the perfectly flat interface which is stationary and the dipole strength is constant. Instead, the solutions to the equations must be constructed numerically. Section 8.3 will present the standard numerical methods for the case of open, periodic geometry.

8.2.4. Linear stability analysis

Before designing a numerical method, it is wise to have some understanding of the basic mathematical properties of the solution to the equations. A good starting point is to consider the stability of a flat interface with small perturbations. A linear analysis can establish the stability of the solutions and give insight into the general behavior of the interfacial motion. However, it is best to consider as general a case as possible, which means the inclusion of a mean value $\gamma_0$ to the vortex sheet strength to allow for a mean shearing motion.

Because the Lagrangian markers may move along the interface, the perturbations are written in the form,

$$z(p) = p + \frac{\alpha}{2} \gamma_0 t + ae^{imp} + be^{-imp}, \quad (8.57)$$
$$\gamma(p) = \gamma_0 + ce^{imp} + c^*e^{-imp}, \quad (8.58)$$

where the coefficients $a, b, c$ are assumed small. Note that the form of the perturbation in $\gamma$ is designed to ensure that it is a real function: $c^*$ is the complex conjugate of $c$. For convenience, only one mode $m$ is selected. Once the results are known, a linear superposition of all integer modes will produce in effect a complete Fourier series allowing for arbitrarily small perturbations.

The evolution equations for the coefficients can be obtained by substituting Eqs. (8.57 and 8.58) into Eqs. (8.51 and 8.52), and retaining only those terms that are linear in the coefficients $a, b, c$;

$$\frac{da}{dt} = -\frac{1 + \alpha}{2} (c - im\gamma_0 b^*), \quad (8.59)$$
$$\frac{db^*}{dt} = \frac{1 - \alpha}{2} (c - im\gamma_0 a), \quad (8.60)$$
$$\frac{dc}{dt} = (A - \alpha)im\gamma_0 c + \frac{A - \alpha}{2} \gamma_0^2 m^2 (a + b^*) + \Omega(a - b^*), \quad (8.61)$$
where

\[ \Omega = Agm + \frac{Tm^3}{\rho_1 + \rho_2}. \]  

The general solution to this system of ordinary differential equations is

\[
\begin{align*}
a &= \varepsilon_1 + \varepsilon_2 a e^{\sigma_+ t} + \varepsilon_3 a e^{-\sigma_- t}, \\
b^* &= \varepsilon_1 + \varepsilon_2 b^*_1 e^{\sigma_+ t} + \varepsilon_3 b^*_e e^{-\sigma_- t}, \\
c &= \varepsilon_1 i m \gamma_0 + \varepsilon_2 c e^{\sigma_+ t} + \varepsilon_3 c e^{-\sigma_- t},
\end{align*}
\]

where

\[
\sigma_{\pm} = \frac{A - \alpha}{2} im\gamma_0 \pm \left( \frac{1 - A^2}{4} \frac{m^2}{\gamma_0^2} - \Omega \right)^{1/2},
\]

and

\[
\begin{align*}
a_{\pm} &= -\frac{1 + \alpha}{2} \left( \sigma_{\pm} - \frac{1 - \alpha}{2} im\gamma_0 \right), \\
b^*_{\pm} &= \frac{1 - \alpha}{2} \left( \sigma_{\pm} + \frac{1 + \alpha}{2} im\gamma_0 \right), \\
c_{\pm} &= \sigma_{\pm}^2 - \frac{1 - \alpha^2}{4} \gamma_0^2 k^2.
\end{align*}
\]

The constants \( \varepsilon_j \) are determined by the initial conditions.

The constant \( \varepsilon_1 \) reflects a choice of initial condition in which the interface remains perfectly flat, while the Lagrangian markers are placed along the interface so that \( \mu = \gamma_0 x \) remains unchanged. Normally, the choice of \( \varepsilon_1 \) is made to start with an initial concentration of Lagrangian markers where resolution is needed later in the calculation.

The more important behavior of the linear solution is the nature of the growth rates \( \sigma_{\pm} \). Note first that the first term in Eq. (8.66) controls the tangential motion of the markers. It suggests that the choice \( \alpha = A \) is a natural one; this choice states that the average velocity at the interface should be weighted with the ratio of densities.

The physically relevant part of the behavior of the linear solution is determined by the term with the square root in Eq. (8.66). Consideration of a few special cases helps to shed light on the general case. First, consider \( A = 1 \). Physically, the density about the interface is negligible, as commonly
assumed in the study of water waves, for example. Indeed,
\[ \sigma_{\pm} = \pm i \left( gm + \frac{Tm^3}{\rho_1} \right)^{1/2}, \]  
which is just the standard dispersion relation for water waves.

Second, consider \( A = -1 \). Now the density below the interface is negligible and the surface is unstable (the Rayleigh–Taylor instability). The growth rates are
\[ \sigma_{\pm} = \pm \left( gm - \frac{Tm^3}{\rho_2} \right)^{1/2}. \]  
The instability is stabilized by surface tension for large wavenumbers.

The final choice is \( A = 0 \). There is no density difference across the interface as might occur for two immiscible fluids of equal density. If, in addition, \( T = 0 \), then the growth rates are
\[ \sigma_{\pm} = \pm \frac{\gamma_0 m}{2}. \]  
The motion is linearly ill-posed; the modes with the smallest length scales (largest \( m \)) grow the fastest. This choice has received considerable attention for the last three decades since it describes the motion of a vortex sheet Eq. (8.55), the standard long wave model for a thin layer of vorticity. At first, hopes were that nonlinear effects would restore well-posedness, but these hopes have been dashed. Indeed, there is strong evidence in Cowley et al. (and the references cited therein) that vortex sheets develop curvature singularities in finite time. Surprisingly, the inclusion of surface tension effects, which stabilizes the highest modes according to linear theory, does not prevent singularity formation, although the nature of the singularity has changed.

The above linear stability results have more applications than might be expected. By restricting attention to regions of an interface where it is locally flat and allowing the gravity vector to compensate for the orientation of the interface, it is possible to use the linear results to predict the stability under more general circumstances. A good example is the late time development of the Rayleigh–Taylor instability \((-1 < A < 0)\) when heavier fluid falls in long spikes into the lower fluid. Along the sides of the spike, a local \( \gamma_0 \) grows slowly in time as the heavier fluid rushes by the lighter fluid and triggers the onset of a curvature singularity and the subsequent roll up of the interface into a plume. In contrast, the case \( 0 < A < 1 \) with
no initial $\gamma_0$, does not appear to form a curvature singularity in finite time unless a breaking wave develops (a topological singularity of a different nature then occurs). Presumably, there are no regions where a mean vortex sheet strength arises for sufficient time to trigger curvature singularities. Singularity formation in interfacial flow remains an active area of research and is one of the remaining challenges for boundary integral methods.

For completeness and subsequent use, the linear results for the dipole strength are included when $\gamma_0 = 0$. Let

$$\mu(p) = d e^{i m p} + d^* e^{-i m p}. \quad (8.70)$$

Then the linear part of the potential Eq. (8.56) becomes

$$\Phi(p) = \frac{1}{4\pi i} \int_0^{2\pi} \left( d e^{i m q} + d^* e^{-i m q} \right) \cot \left( \frac{q - p}{2} \right) dq$$

$$= \frac{d}{2} e^{i m p} - \frac{d^*}{2} e^{-i m p}. \quad (8.71)$$

The results Eqs. (8.63, 8.64 and 8.66) still stand, and $d_{\pm} = c_{\pm}/(i m)$. In summary, care must be taken in the design of numerical methods for interfacial flow because of the possibility of ill-posedness and subsequent formation of curvature singularities.

8.3. Numerical Approximation

The method of lines is a natural choice for the numerical treatment of the evolution of the interface. Markers along the interface are distributed in the Lagrangian variable $p$ with an associated dipole strength. Then, the velocity and the rate of change of the dipole strength are calculated and used to update the marker’s location and dipole strength through a standard method, such as the 4th-order Runge-Kutta method. Details will be provided here for free surface motion based on a dipole representation in open, $2\pi$-periodic geometry, such as water waves. It is relatively straightforward to adapt the methods to other circumstances, such as the vortex sheet representation.

From now on, $N$ markers are assumed to be evenly-spaced in $p$. Note that the definition of $p$ is done in conjunction with the specification of the initial conditions and can be done to improve resolution in the subsequent motion. Subsequent examples with water wave motion and the Rayleigh–Taylor instability will illustrate this idea. Let the location of the markers be $x_j = x(jh)$, $y_j = y(jh)$ with $h = 2\pi/N$. Similarly, let $\mu_j = \mu(jh)$. Since
the interface is taken as $2\pi$-periodic, the data may be expressed in terms of a discrete Fourier series. Let $f(p)$ stand for any $2\pi$-periodic function in $p$ (note that $x(p) - p$ is $2\pi$-periodic). Then,

$$f_j = F^e_0 + F^e_{N/2}(-1)^j + \sum_{m=1}^{N/2-1} \left( F^e_m \cos(mjh) + F^o_m \sin(mjh) \right). \quad (8.72)$$

The odd/even Fourier coefficients $F^o, F^e$ can be obtained through an application of the fast Fourier transform.

The first step in the numerical procedure is the calculation of the derivatives $x_p, y_p$ and $\mu_p$. Spectrally accurate results can be obtained by differentiating their Fourier series. The derivatives will be denoted as $(Df)_j = f_p(jh)$, etc. Thus,

$$(Df)_j = \sum_{m=1}^{N/2-1} mS(m) \left( F^o_m \cos(mjh) - F^e_m \sin(mjh) \right). \quad (8.73)$$

Knowing the Fourier coefficients, the Fourier series in Eq. (8.72) can be evaluated through the fast Fourier transform. The inclusion of the factor $S(m)$ is to help suppress the ill-posed effects of differentiation. At the very least, it is important to suppress the effects of round-off errors by removing all Fourier coefficients that are close to machine precision. Otherwise, coefficients in the tail of the spectrum that might contain only round-off errors will be multiplied by a large $m$ and exacerbate the effects of round-off in the derivatives.

The next step is the evaluation of Eq. (8.56). The difficulty in using a numerical approximation is that it is a principal-valued integral. Fortunately, the result

$$\frac{1}{4\pi} \int_0^{2\pi} z_q(q) \cot \left\{ \frac{z(q) - z(p)}{2} \right\} dq = 0 \quad (8.74)$$

may be used to rewrite Eq. (8.56) without the pole singularity;

$$\Phi(p) = \frac{1}{4\pi} \int_0^{2\pi} (\mu(q) - \mu(p)) z_q(q) \cot \left\{ \frac{z(q) - z(p)}{2} \right\} dq. \quad (8.75)$$

The integrand is now in a suitable form for the trapezoidal rule except for the indeterminate form when $q = p$. The limit is easily calculated, however,
The integrand is no longer singular when \( q = p \), and the pole singularity has been smoothed over a distance of \( O(\delta) \).

The original motivation for the regularization Eq. (8.79) was to ensure that vortex sheet motion \((A = \alpha = T = 0)\) would exist globally in time. Indeed, appropriate regularizations\(^{32}\) of the integrand guarantee solutions for all time and the limit of \( \delta \to 0 \) converges to a weak solution beyond the time of singularity formation. With \( \delta > 0 \), the vortex sheet rolls up into a spiral where the curvature singularity would otherwise form.\(^{33}\) Only partial success is achieved when \(-1 < A < 0\).\(^{30}\) On the other hand, the regularized kernel does provide accurate simulations of water waves.
(A = 1) especially when δ is made proportional to \( s_p \). In other words, the blob size adjusts to the spacing of the Lagrangian markers. Incidentally, Eq. (8.78) or Eq. (8.79) can be evaluated quickly by computing \( \cos(x_j) \), \( \sin(x_j) \), \( \cosh(y_j) \) and \( \sinh(y_j) \) first and using the expansion formulas to compute these functions with arguments that contain a difference.

The next step is to use the results of the numerical integration of the boundary integrals to determine the interfacial velocities Eqs. (8.50 and 8.51) by simply evaluating \( (D\Phi)_j \) through Eq. (8.73). Alternatively, the velocity may be determined directly from Eq. (8.54).

The last step requires a solution to Eq. (8.52). The discrete form is
\[
\frac{d\mu_j}{dt} = -2A R \left\{ \frac{1}{2N_i} \sum_{k \neq j}^{N-1} \left( \frac{d\mu_k}{dt} - \frac{d\mu_j}{dt} \right) (Dz)_k \cot \left\{ \frac{z_k - z_j}{2} \right\} \right. \\
+ \frac{1}{N_i} \left( D \frac{d\mu}{dt} \right)_j \} = R_j.
\] (8.80)

Note that \( R_j \) contains two integrals (see Eq. (8.53)) and it is advisable to remove the pole singularity in these integrals at \( q = p \) by replacing \( \mu(q) \) with \( \mu(q) - \mu(p) \). Further, if the trapezoidal rule is to be applied as in Eq. (8.76), then the limiting values of the indeterminate forms in these integrals must be included. They require additional derivatives, which can be determined as in Eq. (8.73). The inclusion is not needed if the alternate point trapezoidal rule Eq. (8.77) is used.

Equation (8.80) is a system of linear equations for the rate of change of the dipole strength at the Lagrangian points. There are two main ways this system can be solved: direct methods based on an LU-decomposition, or iterative methods. Which choice is preferable depends on several factors, but generally iterative methods have the most advantages. The simplest iterative procedure is:
\[
\frac{\partial \mu_j^{(\nu+1)}}{\partial t} = 2A R \left\{ \frac{1}{2N_i} \sum_{k \neq j}^{N-1} \left( \frac{d\mu_k^{(\nu)}}{dt} - \frac{d\mu_j^{(\nu)}}{dt} \right) (Dz)_k \right. \\
\times \cot \left\{ \frac{z_k - z_j}{2} \right\} + \frac{1}{N_i} \left. \left( D \frac{d\mu}{dt} \right)_j^{(\nu)} \right\} + R_j.
\] (8.81)

Convergence of the iteration has been established for \( |A| \leq 1 \). More importantly, when the interface is nearly horizontal, as in the propagation
of water waves, the rate of convergence is very large so that only a few
iterations are needed for even very high accuracy.

Several refinements are available. Each iteration in Eq. (8.81) takes
$O(N^2)$ operations to evaluate all the sums. Multipole expansions and tree
codes\(^{19}\) can reduce the count to $O(N \log_2(N))$ but with large setup costs
so that $N$ must be much larger than about 1,000 before significant savings
are realized. Since the eigenvalue structure of the iteration is much like
the typical structure of iteration operators for elliptic problems, multigrid
strategies can be useful in reducing the effective number of iterations to just
a few, and obviously the two methods can be combined. Finally, the first
guess for the iterative solution can be improved since the dipole strength is
evolving in time. For example, if a fourth-order predictor-corrector routine
is used, it is simple to approximate the rate of change of the dipole strength
by a cubic over the last four time steps and extrapolate (predict) the
new value as the first guess for the iteration. Significant speed-up can be
obtained this way\(^{6}\).

8.3.1. Numerical stability

Numerical stability is difficult to establish in general because of the differing
nature of the solutions with different choices of $A$. But it is possible to
conduct a linear stability analysis along the lines of Section 8.2.4. The
difference is that the analysis depends on the specifics of the numerical
approximation. It is advisable to break up the analysis into different
parts to assess their influence on the stability. The starting point is
to write

$$z_j = jh + \hat{z}_j, \quad \mu_j = \hat{\mu}_j,$$

(8.82)

where quantities with ‘hats’ will be assumed small. The linear version of
Eq. (8.76) is

$$\Phi_j = \frac{1}{2N_1} \sum_{k \neq j}^{N-1} (\hat{\mu}_k - \hat{\mu}_j) \cot \left( \frac{k h - j h}{2} \right) + \frac{D \hat{\mu}_j}{N_1}.$$

(8.83)

In line with Eq. (8.70), assume

$$\hat{\mu}_j = d e^{imj h} + d^* e^{-imj h}.$$

(8.84)
Equation (8.83) may be evaluated exactly by using the sum:

\[
\frac{1}{2N_1} \sum_{k \neq j}^{N-1} e^{\pm imkh} \cot \left\{ \frac{kh - jh}{2} \right\} = \pm \frac{1}{2} e^{\pm imjh} \left( 1 - \frac{mh}{\pi} \right),
\]

valid for \(0 < mh \leq \pi\), to obtain

\[
\Phi_j = \frac{d}{2} e^{imjh} R(m) - \frac{d^*}{2} e^{-imjh} R(m),
\]

where

\[
R(m) = 1 + \frac{mh}{\pi} (S(m) - 1).
\]

The presence of \(S(m)\) in \(R(m)\) arises from the contribution from \(D\hat{\mu}_j\). By comparison with Eq. (8.71), \(R(m) - 1\) is a measure of the relative error. For most spectral filters, \(S(m) \approx 1\) for small \(m\), and the approximation is exact. For \(mh\) near \(\pi\), \(S(m) \approx 0\), and the relative error is approximately 1. The error arises because the derivative of the high modes has been damped with \(S(m)\) and the correction no longer balances the presence of \(\mu_j\) in the sum. A simple remedy is to take the Fourier transform of \(\mu_j\), apply the filter \(S(m)\) to the amplitudes and reconstitute a filtered version of \(\mu\) to use in the sum. The result is that \(R(m) = S(m)\); the potential has been effectively filtered. Remember to adopt the same procedure for the numerical approximation to the second and third integrals in Eq. (8.53).

The error for the alternate point quadrature Eq. (8.77) can be calculated in the same way by using the sum,

\[
\frac{1}{N_1} \sum_{k+j=\text{odd}} e^{\pm imkh} \cot \left\{ \frac{kh - jh}{2} \right\}
\]

\[
= \begin{cases} 
\pm \frac{1}{2} e^{\pm imjh}, & 0 < mh < \pi, \\
0, & mh = 0, \pi ,
\end{cases}
\]

(8.87)

to obtain Eq. (8.86) except that \(R(m) = 1\) for \(0 < mh < \pi\), and \(R(m) = 0\) for \(mh = 0, \pi\). In other words, alternate point quadrature gives the exact results except for the Nyquist frequency \(m = N/2\).
The rest of the analysis is straightforward and, with the appropriate expression for $R(m)$ depending on the choice of quadrature, leads to

$$\frac{da}{dt} = -\frac{R(m) + \alpha}{2} \text{id},$$  \hspace{1cm} (8.88)

$$\frac{db^*}{dt} = \frac{R(m) - \alpha}{2} \text{id},$$ \hspace{1cm} (8.89)

$$\frac{dd}{dt} = \frac{\tilde{\Omega}}{im} (a - b^*),$$ \hspace{1cm} (8.90)

where

$$\tilde{\Omega} = Agm + \frac{Tm^3}{\rho_1 + \rho_2} S(m),$$ \hspace{1cm} (8.91)

which is the numerical version of Eqs. (8.59–8.62), except that $c = \text{id}$ since we are using the dipole formulation and $\gamma_0 = 0$. The key difference is that the dispersion relation Eq. (8.66) is replaced by

$$\tilde{\sigma}_\pm = \pm i \sqrt{\tilde{\Omega} R(m) S(m)}. \hspace{1cm} (8.92)$$

This numerical dispersion relationship is very close to the exact relationship, the difference being only the influence of the Fourier filter $S(m)$. Note, in particular, that $m = N/2$ gives $\tilde{\sigma}_\pm = 0$, and this may lead to nonlinear resonances. In most methods, this “sawtooth” mode is problematic, and remedies include its suppression, regularization of the integrals, interpolation of additional integration points, and polynomial smoothing. For $0 < A \leq 1$, the modes are purely oscillatory and a suitable time-stepping method must be used, especially if $N$ is large (the problem becomes ‘oscillatory stiff’). Provided the time step is chosen small enough, the standard Runge-Kutta method is appropriate. The fourth-order Adams-Moulton method has also been used.

8.4. Applications with a Single Surface

Given the importance of water in human existence, it is not surprising that the free surface flow of water and air occupies a large body of scientific study. Some important examples include the nature of water waves, the Rayleigh–Taylor instability, rising bubbles and falling drops. The development of boundary integrals methods for free surface flow has led to improved understanding of these flows through direct numerical simulation and mathematical analysis. The following three canonical examples will
serve to illustrate the power of boundary integral methods. There are many more applications but the list is too long to review.

8.4.1. Waves on deep water

A wave travelling to the right on the surface of water whose mean height is zero can be constructed from the results of the linear analysis Eqs. (8.63, 8.64 and 8.70). Specifically, \( A = \alpha = 1 \), and for waves with long wavelengths, \( T = 0 \). Set \( \varepsilon_1 = \varepsilon_2 = 0 \) and \( \varepsilon_3 = \varepsilon / \sqrt{gm} \) where \( \varepsilon \) is real and gives the amplitude of the wave. The linear analysis predicts the motion to be

\[
z(p) = p - \varepsilon \sin(mp - \sqrt{gm} t) + i\varepsilon \cos(mp - \sqrt{gm} t), \quad (8.93)
\]

\[
\mu(p) = -2\varepsilon \sqrt{\frac{g}{m}} \sin(mp - \sqrt{gm} t). \quad (8.94)
\]

An initial condition for numerical simulation is easily obtained by setting \( t = 0 \). Tests with \( \varepsilon \) small provide a good way to check the code. For moderate values of \( \varepsilon \), around \( \varepsilon = 0.3 \), the waves steepen and break into little spillers. Larger choices for \( \varepsilon \) demonstrate breaking plungers as illustrated in Fig. 8.1. The physical scales are set with the choice \( g = m = 1 \), and \( \varepsilon = 0.5 \). The numerical parameters are \( N = 4,096 \), a time step of 0.0002 in the standard 4th-order Runge-Kutta method, and

\[
S(m) = \frac{1}{2} \left\{ 1 - \tanh\left[ 40 \left( \frac{2m}{N} - \frac{1}{4} \right) \right] \right\}. \quad (8.95)
\]

Fig. 8.1. Profiles of a plunging breaker at times starting at \( t = 3.0 \) and increasing by 0.1 until \( t = 4.0 \).
This filter suppresses the top half of the discrete Fourier spectrum, in essence de-aliasing the spectral method and ensuring stability. The integral equation is solved by iteration until the iterates don’t change by more than $10^{-10}$.

What is striking about the results is the very high curvature at the tip of the plunging breaker. It reaches a value of $3.7 \times 10^3$. This level of accuracy is almost impossible to reach with other methods and highlights the impressive advantages that boundary integral methods can exhibit. It is also possible to confirm that the very large curvature is associated with a square root singularity in the complex $p$-plane. The singularity approaches the real axis of $p$ but does not seem to reach it in finite time.

The plunging tip of the breaker has strong similarities to the falling spike that occurs during the Rayleigh–Taylor instability. The classical Rayleigh–Taylor instability occurs when heavy fluid falls into a vacuum, $A = -1$, $\alpha = -1$. For a perturbation with a single mode, a pattern of falling spikes and rising bubbles quickly emerges. The spikes fall freely under gravity and the bubbles rise with constant speed. Eventually, the tip of the spike will develop a curvature large enough for surface tension effects to become important. Then a drop forms at the tip which will subsequently detach, but this process cannot be described by the current boundary integral formulation. The nature of the Rayleigh–Taylor instability for a fluid layer is discussed in Section 8.5 and provides a typical example of a falling spike.

### 8.4.2. Rising bubbles

When a circular bubble of air is released, it rises and deforms into the shape of a hemispherical cap. Under these circumstances, $A = 1$. The mathematical nature of the underlying elliptic problem reveals a deficiency in the dipole representation of the interfacial motion. The elliptic problem is an exterior one where the solution in the far field must be specified either as a constant or a logarithmic variation. A constant has no dynamic significance and may be neglected if there is no fluid motion in the far field. On the other hand, if the bubble expands as it rises, then there must be a net outflow of fluid in the far field to maintain conservation of mass. The outward flux $F$ of fluid on the boundary of a large circle $r = R$ that encases the bubble at its centre will be

$$F = \int_0^{2\pi} \frac{\partial \phi}{\partial r}(R, \theta) R d\theta. \quad (8.96)$$
Since the far-field behavior of a dipole is \( |z|^{-1} \), a dipole distribution cannot give the correct far-field behavior. Instead, a source term must be added to complete the representation of the potential; Eq. (8.48) is replaced with

\[
\Phi_E(p) = \Phi + \frac{E(t)}{2\pi} \ln(z(p)), \quad (8.97)
\]

where \( F \) is real-valued. As a consequence, Eq. (8.49) must be replaced with

\[
w^*(p) = \frac{\Phi_p(p)}{z_p(p)} + \frac{F}{2\pi z(p)}. \quad (8.98)
\]

The only other changes that are necessary occur in Eq. (8.52). A term must be included to account for the difference between the pressure inside the bubble \( P_i \) and the pressure in the far-field \( P_o \). Also, the change in outward flux must be included. As a consequence, Eq. (8.52) becomes (recalling that \( A = \alpha = 1 \), so \( \rho_1 = \rho \) and \( \rho_2 = 0 \)),

\[
\frac{\partial \mu}{\partial t}(p) - 2\Re \left\{ \frac{1}{2\pi i} \int \frac{\partial \mu}{\partial t}(q) \frac{z(q)}{z(q) - z(p)} \, dq \right\} = R(p) + \frac{1}{\pi} \frac{dF}{dt} \ln|z(p)| + \frac{F}{\pi} \Re \left\{ \frac{w(p)}{z(p)} \right\} + 2 \frac{P_o - P_i}{\rho}. \quad (8.99)
\]

Setting aside for the moment that the rate of change of \( F \) is unknown, the integral equation for the rate of change of the dipole distribution is singular. A uniform rate of change of dipole distribution is a homogeneous solution to Eq. (8.99). Solutions to Eq. (8.99) exist only if the Fredholm alternative is satisfied.\(^{41}\)

Let \( \tau \) satisfy the homogeneous adjoint equation,

\[
\tau(p) + 2\Re \left\{ \frac{z_p(p)}{2\pi i} \int \frac{\tau(q)}{z(q) - z(p)} \, dq \right\} = 0. \quad (8.100)
\]

Then the application of the Fredholm alternative produces the relation

\[
\frac{1}{2\pi} \frac{dF}{dt} \int \tau(p) \ln|z(p)| \, dp = \int \left[ \frac{P_i - P_o}{\rho} - R(p) \right] \tau(p) \, dp - \frac{F}{2\pi} \int \Re \left\{ \frac{w(p)}{z(p)} \right\} \tau(p) \, dp, \quad (8.101)
\]

which provides an evolution equation for \( F \). Equation (8.101) provides a clear connection between the outward flux and the pressure difference.
between the interior of the bubble and the far-field, modified by
hydrodynamic and hydrostatic effects that appear in the other terms. There
are several ways this connection can be exploited. For example, set \( P_i = P_o \),
and let the bubble rise under the influence of buoyancy effects. As the
bubble rises, the hydrostatic pressure will lead to changes in \( R(p) \), causing
the bubble to expand (\( F(t) \) will increase). The inside of the bubble may be
regarded as a gas and \( P_i \) will change according to the equation of state as the
volume of the bubble increases. All of these effects can be accommodated
in Eq. (8.101).

Two examples of this formulation have been considered before. In one,\(^{42} \)
the initial rise and distortion of the bubble is simulated by both the dipole
and vortex sheet methods for comparison purposes. Here, the expansion of
the bubble is neglected, so \( F(t) = 0 \) and \( P_i \) is allowed to adjust to satisfy
Eq. (8.101) (not explicitly calculated). Equation (8.99) may still be solved
by iteration as long as the undetermined homogeneous solution is specified.
Since it is merely a uniform constant, it has no dynamic consequences.
The iterations converge with the dipole held constant in time at the top
of the bubble. An initially circular bubble of unit radius is released in
the presence of a unit vertical gravity field. The rise and distortion of the
bubble are shown in Fig. 8.2. The bottom of the bubble rises faster than the
top, forming an inward plume. The plume broadens and its sides approach
the sides of the bubble. The appearance of the bubble is now that of a
hemispherical cap with two attached lobes at its sides.

What is also noticeable in these results is the close approach of different
parts of the surface to each other. Indeed, At \( t = 4.0 \) the code begins to
fail as the neck of the two side lobes begin to pinch off. From the stand
point of the numerical approximation, difficulties are arising because the
denominator in the integrand in Eq. (8.48) is becoming very small for values
of \( q \) not close to \( p \) leading to large spikes in the integrand. This matter will
be revisited as a future challenge in Section 8.6.

The other example where this formulation is used occurs when a high
external pressure is used to attempt to collapse the bubble. Buoyancy
is neglected because the outside pressure is large enough to force the
bubble to collapse quickly not allowing the bubble enough time to rise.
The inside pressure is allowed to increase according to the equation of state
for gases, and it grows large enough to reverse the pressure gradient at
a later time causing the surface to undergo Rayleigh–Taylor instability.
For the numerical results presented in Ref. 9, the bubble is assumed
axisymmetric but the derivation of the equations is essentially the same as the derivation for two-dimensional flow. In either case, Eq. (8.101) or its axisymmetric version must be used. See Reference 9 for further details.

8.5. Applications with Two Surfaces

In principle, the addition of more interfaces means simply the addition of more surface integrals. A good example is the study of triadic resonances between water waves and internal waves. But there can be new features. The acceleration of thin liquid layers in gases requires modifications to the basic formulation similar to the formulation of external flow outside a single interface given in Sec. 8.4.

New considerations arise if one of the surfaces is a rigid boundary, as in shallow water or in the motion of a submerged body. Two specific examples will illustrate both of the necessary modifications.
8.5.1. Rayleigh–Taylor instability of a liquid layer of finite thickness

A liquid layer of density $\rho$ lies between two horizontal surfaces with gas of negligible density above and below. If the surfaces are perfectly flat, then a pressure gradient $(P_1 - P_2)/(\rho g H)$ can hold the layer in place against the force of gravity. Here, $P_1$ and $P_2$ are the pressures below and above the layer respectively, and $H$ is the mean thickness of the layer. This layer is unstable to perturbations, an example of the Rayleigh–Taylor instability. Also, the pressure difference may cause the layer to accelerate, a possibility that is allowed in the following description of the equations of motion.\textsuperscript{43,44}

Let all quantities on the lower and upper surface be designated with a subscript 1 and 2 respectively. From the assumed form of the layer, $A_1 = \alpha_1 = -1$ and $A_2 = \alpha_2 = 1$. The flow is assumed $2\pi$-periodic and $\rho = g = 1$. The average complex potential at the surfaces induced by the dipole distributions is

$$\Phi_j(p) = \frac{1}{4\pi i} \sum_{k=1}^{2\pi} \int_0^{2\pi} \mu_k(q) z_{k,q}(q) \cot \left( \frac{z_{k,q}(q) - z_j(p)}{2} \right) dq. \quad (8.102)$$

Since the layer may move vertically with speed $V(t)$, a behavior not represented by dipole distributions, a term $-iVz_j$ must be added to Eq. (8.102). The complex velocity becomes

$$w^*_j = \frac{\Phi_{j,p}}{z_{j,p}} - iV, \quad (8.103)$$

$$\frac{\partial z^*_j}{\partial t} = W^*_j = w^*_j - \alpha_j \frac{\mu_{j,p}}{z_{j,p}}. \quad (8.104)$$

The evolution equation for the dipole distributions are modifications of Eq. (8.52) as done in Eq. (8.99).

$$\frac{\partial \mu_j}{\partial t} = 2A_j \sum_{k=1}^{2\pi} \Re \left\{ \frac{1}{4\pi i} \int_0^{2\pi} \frac{\partial \mu_k}{\partial t}(q) z_{k,q}(q) \cot \left( \frac{z_{k,q}(q) - z_j(p)}{2} \right) dq \right\}$$

$$= R_j(p) + 2A_j \frac{dV}{dt} y_j + 2A_j V v_j(p) + 2A_j \frac{P_j}{\rho}, \quad (8.105)$$
This coupled system of Fredholm integral equations of the second kind is singular and solutions exist provided the Fredholm alternative is satisfied.

\[
\frac{dV}{dt} \sum_{j=1}^{2} A_j \int_{0}^{2\pi} y_j(p) \tau_j(p) \, dp = - \sum_{j=1}^{2} A_j \int_{0}^{2\pi} \left[ \frac{p_j}{p} + V v_j(p) \right] \tau_j(p) \, dp \\
- \sum_{j=1}^{2} \int_{0}^{2\pi} R_j(p) \tau(p) \, dp,
\]

(8.106)

where \( \tau_j \) is a nontrivial solution to the homogeneous adjoint equations,

\[
\tau_j(p) + 2A_j \sum_{k=1}^{2} \mathfrak{R} \left\{ \frac{z_{k,p}(p)}{4\pi i} \int_{0}^{2\pi} \tau_k(q) \cot \left\{ \frac{z_k(q) - z_j(p)}{2} \right\} \, dq \right\} = 0.
\]

(8.107)

The procedure to solve the adjoint equations numerically follow the methods already described in this chapter. Assume \( z_j \) and \( \mu_j \) are known at some moment. They can be updated as follows. First, the integrals in Eq. (8.102) are calculated by either Eq. (8.76) or Eq. (8.77) after applying the standard treatment for the principal-valued integrals. Second, the complex velocities are calculated, Eq. (8.103) and Eq. (8.104). Third, the eigenvector \( \tau_j \) of the adjoint problem Eq. (8.107) is found by iteration. Fourth, the acceleration of the layer is calculated from Eq. (8.106) and finally the dipole equations Eq. (8.105) are solved by iteration. The iterative solution of the integral equations is made slightly complicated by the presence of two eigenvalues for the iteration matrix, one being \( \lambda = 1 \) which corresponds to the singular nature of the integral equations and another being \( \lambda = -1 \) which prevents convergence of the iteration. All other eigenvalues are less than 1 in magnitude. By shifting the eigenvalues and by specifying the unimportant homogeneous solutions to the dipole equations, the iterations can be made to converge.\(^{41,43}\)

Results are shown in Fig. 8.3 for a layer located initially at

\[
z_1(p) = P + i\varepsilon \cos(P), \\
z_2(p) = P + iH,
\]

with

\[
P = p - \pi + \frac{1}{2} \sin(p).
\]
The mapping $P(p)$ is a good example of the way to cluster the Lagrangian points initially for good effect later in the calculation. They are concentrated in the region which will later become the rising bubble since the markers there are stretched apart as the bubble rises. The layer is assumed at rest initially, so $\mu_1 = \mu_2 = 0$. The fourth-order Adams-Bashforth-Moulton predictor-corrector is used with a time step of 0.005 and 128 markers. The layer, if perfectly flat, would be in hydrostatic balance, $P_1 = P_2 + \rho g H$.

Physical scales are set with $\rho = g = 1$, $P_2 = 0$, $H = \pi/2$ and $\varepsilon = \pi/10$. Rather than drawing the location of the surfaces as curves passing through
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Fig. 8.3. Profiles of the layer at (a) $t = 2.0$, (b) $t = 3.0$. 
the Lagrangian markers, only the positions of the Lagrangian markers are shown in Fig. 8.3 to highlight the formation of numerical instability on the lower surface at late times.

The profiles in Fig. 8.3 show the drainage of fluid into falling spikes, while bubbles rise causing thin regions in the layer. Visible at $t = 3.0$ is the development of numerical instabilities on the lower surface at the top of the bubble. This is an example of the loss of accuracy when two different surfaces come close together causing the denominator $z_1(q) - z_2(p)$ in the integrals to become very small. This limitation prevents the numerical simulation from proceeding and being able to track this thinning region as it rises. This limitation is unfortunate since it prevents the calculations from establishing how quickly the region thins and eventually snaps apart under the influence of van der Waal forces.

8.5.2. Water waves in finite depth

There are many circumstances where fluid interfaces occur in the presence of rigid boundaries. A good example is the propagation of water waves over bottom topography. Laplace’s equation for the velocity potential Eq. (8.7) must now include a boundary condition at the rigid surface. Physically, the normal velocity of the fluid must match the normal velocity of the rigid surface. Let the rigid surface be represented in parametric form by $z_b(p)$ and its complex velocity $W_b(p)$. The downward normal velocity is

$$\frac{u_b y_b, p - v_b x_b, p}{s_b, p} = \mathfrak{I} \left\{ \frac{W_b^* z_b, p}{s_b, p} \right\} = \psi_b, p. \quad (8.108)$$

Even if the surface is moving, there is usually no flux through the surface. This implies that

$$\mathfrak{I} \left\{ \int W_b^* z_b, p \, dp \right\} = \int \psi_b, p \, dp = 0. \quad (8.109)$$

Since there is no mean value to $\psi_b, p$, it has a Fourier series of the form Eq. (8.72), except that $F_0^b = 0$. The series may be integrated term-by-term and the result remains periodic. After integration, $\psi_b$ has an arbitrary constant which may be taken as zero. Note in particular that if $W_b = 0$, the surface is stationary, and $\psi_b = 0$ is the obvious result.

Since $\psi$ is the harmonic conjugate to $\phi$, it too satisfies Laplace’s equation. The Dirichlet boundary condition $\psi = \psi_b$ at the rigid surface can also be solved by a dipole distribution. For a $2\pi$-periodic layer between
The complex potential may be written as
\[
\phi + i\psi = \frac{1}{4\pi} \int_{0}^{2\pi} \mu_f(q) z_{f,q}(q) \cot\left\{\frac{z_f(q) - z}{2}\right\} \, dq \\
+ \frac{1}{4\pi} \int_{0}^{2\pi} \mu_b(q) z_{b,q}(q) \cot\left\{\frac{z_b(q) - z}{2}\right\} \, dq.
\] (8.110)

The application of the boundary condition \(\psi = \psi_b\) at \(z = z_b\) leads to a Fredholm integral equation also of the second kind for \(\mu_b\).

\[
\mu_b(p) + 2i \left\{ \frac{1}{4\pi} \int_{0}^{2\pi} \mu_f(q) z_{f,q}(q) \cot\left\{\frac{z_f(q) - z_b(p)}{2}\right\} \, dq \right\}
+ \frac{1}{4\pi} \int_{0}^{2\pi} \mu_b(q) z_{b,q}(q) \cot\left\{\frac{z_b(q) - z_b(p)}{2}\right\} \, dq \right\} = \psi_b.
\] (8.111)

As before, the second integral in Eq. (8.111) must be interpreted in the principal-valued sense. The evolution for \(\mu_f\) follows the standard derivation for the dipole distribution at a free surface Eq. (8.52), except that the second integral in Eq. (8.110) must be included and leads to a time derivative of \(\mu_b\).

To complete the set of evolution equations, the time derivative of Eq. (8.111) must be included, leading to a set of coupled Fredholm integral equations of the second kind for the time derivatives of both dipole distributions. These equations have been used to study water waves in shallow depth and the downward acceleration of a rigid bottom that produces Rayleigh–Taylor instability on the falling free surface. A different application of this method calculates the motion of a rigid body beneath a water surface. Here, the flow is not \(2\pi\)-periodic. Instead, an infinite wave train is generated. A finite computational domain is chosen with damping layers attached to absorb the water waves as they leave the computational domain.

8.6. Some Challenges and Improvements

Spectral accuracy proves very desirable for tracking free surfaces in two-dimensional flow. The smooth calculation of the surface velocities prevents unwanted oscillations or instabilities from appearing during the motion. Unfortunately, in three-dimensional flow the accuracy of the numerical quadrature is limited, typically to third-order, and can result in numerical instability. Fortunately, there are accurate ways to treat axisymmetric
geometry through special properties of the elliptic functions which appear in the integrand. The hope is that there might be similar approaches for the full three-dimensional integrands.

Even for spectral methods in two-dimensional flow, significant accuracy is lost when two parts of the same surface or two different surfaces approach each other closely. Good examples are the pinch-off region in the rising bubble in Fig. 8.2 or the thinning region at the top of the rising bubble in Fig. 8.3. The culprit for the loss of accuracy is the rapid variation in the integrand which is nearly singular when the denominator in the integrand becomes small. To be specific, consider the integral,

$$I(p) = \frac{1}{2\pi i} \int \frac{\mu_1(q)z_1(q)}{z_1(q) - z_2(p)} \, dq.$$  \hspace{1cm} (8.112)

When \(z_1(q)\) is very close to \(z_2(p)\), the denominator has large spikes of opposite sign on either side of the point of closest approach. Unless integration points are made available to resolve these spikes, large errors can arise in the numerical calculation of the integral. One way to treat this difficulty is through interpolation by increasing the local resolution. Another method uses the blob regularization and correction terms.

A new method currently under development is the removal of the presence of the nearby pole singularity in the complex \(q\) plane of the integrand. Seek the complex point \(Q\) such that \(z_1(Q) = z_2(p)\). This means that \(Q\) is a function of \(p\). Then rewrite

$$I(p) = \frac{1}{2\pi i} \int \frac{\left(\mu_1(q) - \mu_1(Q)\right)z_1(q)}{z_1(q) - z_2(p)} \, dq \pm \frac{\mu_1(Q)}{2}.$$ \hspace{1cm} (8.113)

The sign of the additional term is determined by whether \(z_1(q)\) lies below \(z_2(p)\) (+) or above (−). Tests on a thin annulus reveal that spectral accuracy is restored more or less independently of the spacing between the surfaces. Unfortunately, the method relies on the ability to analytically continue both \(z_1(q)\) and \(\mu_1(q)\) into the complex \(q\) plane. Analytic continuation by means of the Fourier series is possible, but other methods are currently being tested. Ultimately, the method must demonstrate success for free surface flows such as shown in Fig. 8.3.

There remain challenges for BITs when surfaces reconnect, for example when the tip of the plunging breaker shown in Fig. 8.1 reaches the surface below, or when the lobes of air pinch-off from the sides of the bubble in Fig. 8.2. There is no mathematical reason why these surfaces can’t meet in
finite time, but when they do, the boundary integral formulation becomes invalid. One might expect the surfaces to reconnect, but how? It is not just a matter of mathematics but also of physics since the processes by which reconnection occurs are not fully understood and probably occur on microscopic scales. There are methods, contour surgery in front tracking or level set methods which allow reconnection. There might be ways to use those techniques to design reconnection methods in boundary integral techniques.
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Chapter 9

SIMULATION OF CAVITATING AND FREE SURFACE FLOWS USING BEM
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Boundary Element Methods (BEMs) have been applied extensively in the past for the prediction of steady or unsteady flows around or inside bodies, including the modelling of cavities and/or free-surfaces. The major advantage of the BEM is that they are computationally very efficient, and thus are well suited for design. On the other hand, their major disadvantage is that they ignore the effects of viscosity. However, in the case where the effects of viscosity are limited in a thin boundary layer close to the body, the BEM coupled with boundary layer analysis can still provide a viable alternative to viscous flow solvers. The latter include Reynolds Averaged Navier–Stokes (RANS) solvers, Large-Eddy Simulations (LES), or Detached Eddy Simulations (DES), and most of them implement finite volume methods for the numerical solution of the Navier–Stokes equations in the whole flow domain, and use some type of turbulence model, given the fact that Direct Navier–Stokes (DNS) solvers still require enormous computer resources (especially when applied in three dimensions). In this chapter, the author will present recent applications of BEM in three cases: (a) cavitating flows around hydrofoils and propeller blades, (b) free-surface flows and (c) flows around hydrofoils or propeller blades entering (or exiting) a free-surface, which can be considered as a combination of cases (a) and (b). In all these cases there are flow boundaries of unknown shape (cavities, free-surfaces and ventilated surfaces) on which the pressure is a known constant, which is either equal to the vapour pressure* for case (a), or equal to the atmospheric pressure for cases (b) and (c). All the mentioned

*Professor, Department of Civil, Architectural and Environmental Engineering.
†The University of Texas at Austin.
In the case of ventilated hydrofoils or propellers the pressure inside the cavity (or ventilated surface) is also constant and equal to the pressure of the air injected through slits on the body surface.
problems are inherently non-linear since they involve boundaries of which the shape must also be determined as part of the solution, and thus require the application of an iterative process. Linearized formulations have been developed in the past, but will not be addressed in this chapter.

9.1. Introduction

Sheet cavitation, the type of cavitation which is characterized by a ‘continuous’ liquid/vapour interface which is ‘attached’ to the body, can often occur during the operation of hydraulic or hydrodynamic devices, some of which are shown in Fig. 9.1. Despite its undesirable nature, some sheet (or other types of) cavitation often has to be accepted, especially in the case of high-speed and/or high displacement hull applications, so that the efficiency of these devices is not excessively low. The prediction of cavitation therefore becomes a very crucial aspect during the hydrodynamic design and assessment stage.

Experiments on models of these devices that simulate the conditions of sheet cavitation are also very common despite the fact that scale effects can

Fig. 9.1. Schematic of some applications in which sheet cavitation often occurs: (a) liquid pump, (b) hydrofoil, (c) marine propeller, and (d) supercavitating propeller.
seriously affect the cavitation inception stage. Some photographs from sheet cavitation experiments which were performed at MIT’s variable pressure Marine Hydrodynamics Water Tunnel are shown in Fig. 9.2. Other types of cavitation on a marine propeller are shown schematically in Fig. 9.3. A general description of the different types of cavitation may be found in Kato.\(^1\) In general, sheet cavitation is of an unsteady nature, i.e. the cavity extent and volume varies with time, and this is due to either inflow non-uniformity (in the case of marine propellers) or unsteady motion of the body (in the case of hydrofoil boats). In the laboratory steady sheet cavitation can be produced, although due to the turbulence in the inflow, small variations

---

Fig. 9.2. Photos from experiments at MIT’s Marine Hydrodynamics Water Tunnel showing a sheet cavity on top of a hydrofoil (top), from;\(^5\) and a propeller with sheet cavities\(^7\) at blade angles (from left to right) \(-30^\circ\), \(6^\circ\), \(+30^\circ\) (bottom). Flow goes from left to right.
Fig. 9.3. Different types of cavitation on a marine propeller.

in the cavity shape are always present. Applications of sheet cavitation on hydrofoils and propellers will be emphasized in this paper, even though the formulation and the involved methods are general enough to deal with arbitrary geometries (e.g., bluff bodies or bodies of revolution).

According to observations and measurements,²⁻⁶ the flow around a 2-D hydrofoil with a sheet cavity is depicted in the top portion of Fig. 9.4 with the corresponding pressure distribution on the suction side shown on the bottom portion of the figure. The following things are worth noting: (a) the cavity pressure is constant and equal to the vapour pressure over a large part of the cavity, (b) the cavity detaches at a point upstream of which pressures can be smaller than vapour pressure, (c) there is a pressure recovery region in the vicinity of the cavity end and (d) there is a viscous wake region downstream of the cavity end.

Cavitating or free-streamline flows were first addressed in non-linear theory via the hodograph technique as introduced by Helmholtz, Kirchoff and Levi–Civita.⁷ The cavity surface in steady flow was taken
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Fig. 9.4. Depiction of the actual sheet cavity (top) and the utilized model with its main parameters (bottom). Adapted from Kato.\textsuperscript{1}

![Diagram of chordwise coordinate, pressure (suction side), and chordwise coordinate](image)

as a free streamline with constant pressure (thus, constant velocity). The formulation of the cavitating flow around bodies created a lot of diversity on the cavity termination models. Some of the first known models were the Riabouchinsky end-plate model and the re-entrant jet model. Some of the existing cavity termination models are shown in Fig. 9.5.

Due to the difficulty of the hodograph technique in dealing with general body shapes, very few cases have been treated analytically.
The linearized cavity theory was introduced by Tulin\textsuperscript{9} and became quickly very popular, as proven by the vast number of publications\textsuperscript{b} which made use of it. Linearized cavity theory is actually an extension of the classical hydrofoil theory, where the hydrofoil (and cavity) is replaced with a zero thickness segment, essentially a ‘branch cut’, on which the boundary conditions are applied.

Unfortunately, based on the results of non-linear cavity theories, the linearized theory for partially cavitating hydrofoils predicts that, by increasing the thickness of a hydrofoil, the extent and size of the cavity, for constant flow conditions, also increases, which is opposite to the trend predicted by non-linear cavity theories. In addition, the linear cavity theory overpredicts the extent and amount of cavitation.\textsuperscript{12}

A non-linear numerical method was employed to analyse cavitating hydrofoils by using surface vorticity techniques and by applying the exact boundary conditions on the cavity and on the hydrofoil.\textsuperscript{13,14} An end-plate cavity termination model was implemented. A reduction in the size of the cavity as the foil thickness increased was predicted. A surface vorticity technique to deal with thick foil sections which employed an open cavity model was developed by Yamaguchi & Kato.\textsuperscript{15} Similar BEM techniques were developed by Lemonnier & Rowe\textsuperscript{16} and by Rowe & Blottiaux.\textsuperscript{17} Potential-based BEMs were finally applied by Kinnas & Fine\textsuperscript{12,18} and by Lee \textit{et al.}\textsuperscript{19}

Numerical BEMs within non-linear cavity theory were naturally extended to treat super-cavitating 3-D hydrofoils\textsuperscript{20} and 3-D hydrofoils with partial cavities\textsuperscript{12} or cavities with mixed (partial and super-cavities) planforms.\textsuperscript{21} Similar methods were also developed by Kim \textit{et al.}\textsuperscript{22} and Pellone & Peallat.\textsuperscript{23} Non-linear potential-based BEMs were first applied to cavitating propellers in non-uniform flows by Kinnas & Fine,\textsuperscript{24} Fine & Kinnas,\textsuperscript{25} and then by Kim & Lee.\textsuperscript{26}

The inviscid cavity flow method was coupled with a boundary layer solver in the case of partial and super-cavitating 2-D hydrofoils by Kinnas \textit{et al.}\textsuperscript{27} and Brewer & Kinnas.\textsuperscript{6} This allowed for the inclusion of the viscous boundary layer in the wake of the cavity and for determining the cavity detachment point based on the viscous flow upstream of the cavity.

\textsuperscript{b}An extended list of which may be found in Tulin & Hsu\textsuperscript{10} or Kinnas.\textsuperscript{11}
RANS solvers have also been applied for the prediction of attached sheet cavitation on 2-D hydrofoils\cite{28,29} and, more recently on propellers by Rhee et al.,\cite{30} where a two-phase model has been implemented.

In the present chapter, non-linear methods for the prediction of steady and unsteady sheet cavitation will be summarized, and some comparisons with experiments will be presented.

9.2. 2-D Hydrofoil

9.2.1. Formulation

Consider the 2-D partially cavitating hydrofoil, as shown in Fig. 9.6. Assuming inviscid and irrotational flow, the governing equation everywhere inside the fluid region is given by\cite{31}:

$$\nabla^2 \phi = 0 \quad (9.1)$$

where $\phi$ is the perturbation potential, defined from:

$$q = U_\infty + \nabla \phi \quad (9.2)$$

where $q$ is the total velocity vector in the flow. In order to uniquely determine $\phi$, the following boundary conditions are imposed:

- On the foil surface, the following kinematic boundary condition is applied, which requires the fluid flow to be tangent to the surface of

\[\begin{align*}
\text{Dynamic Boundary Condition} \\
\text{(cavity pressure condition)} \\
U_\infty \quad \alpha
\end{align*}\]

\[\begin{align*}
\text{Cavity Closure Condition} \\
\text{Kutta Condition} \quad \text{Kinematic Boundary Condition} \\
\text{(flow tangency condition)}
\end{align*}\]

Fig. 9.6. Formulation of the inviscid cavitating flow problem

\begin{itemize}
  \item The flow around partially cavitating hydrofoils will be addressed in this work. The extension to super-cavitating hydrofoils is straightforward and the reader can find more details in the cited references.
  \item The cavity is assumed to start at a known location on the foil. A criterion for determining this location will be discussed in a later section.
\end{itemize}
the foil. Therefore,
\[ \frac{\partial \phi}{\partial n} = -U_\infty \cdot n \]  
(9.3)

where \( n \) is the surface unit normal vector.

- At infinity, the perturbation velocities should go to zero:
  \[ \nabla \phi \to 0 \]  
(9.4)

- The Kutta condition requires finite velocities at the trailing edge of the foil:
  \[ \nabla \phi = \text{finite} \]  
(9.5)

- The dynamic boundary condition specifies constant pressure on the cavity, or (via the Bernoulli equation applied far upstream and on the cavity) constant cavity velocity \( q_c \):
  \[ q_c = U_\infty \sqrt{1 + \sigma} \]  
(9.6)

where the cavitation number, \( \sigma \), is defined as:
\[ \sigma = \frac{p_\infty - p_v}{\frac{1}{2}U_\infty^2} \]  
(9.7)

where \( p_\infty \) is the pressure corresponding to a point in the free-stream and \( p_v \) is the cavity pressure (vapour pressure of water).

- Kinnas & Fine\textsuperscript{18} assumed a viscous wake model as shown in part (d) of Fig. 9.4. Under this model, the following conditions apply:
  (1) The cavity closes at its trailing edge. The inclusion of the viscous wake downstream of the cavity will be addressed in a later section.
  (2) Near the trailing edge of the cavity, the pressure recovery termination model renders for the cavity velocity, \( q_{tr} \), over a region \( \lambda l \):
    \[ q_{tr} = U_\infty \sqrt{1 + \sigma [1 - f(x)]} \]  
    (9.8)

where \( f(x) \) is an algebraic function defined in Kinnas & Fine.\textsuperscript{12}

The problem of finding the cavitation number for given cavity extent \( l \) will be addressed first. A method for determining the cavity extent for a given cavitation number will be described in Sec. 9.2.3.
9.2.2. The boundary element method

Uhlman\textsuperscript{13,14} applied a numerical non-linear BEM based on the surface vorticity formulation. Equations (9.1) to (9.6) were satisfied numerically, while the Riabouchinsky cavity termination model was employed. The shape of the cavity was determined in an iterative manner. The relatively slow convergence of the method with number of iterations made it prohibitively expensive to apply in three dimensions.

A potential-based boundary element method was applied\textsuperscript{18} for the analysis of partially and super-cavitating hydrofoils. This method was applied first for the analysis of non-cavitating flows.\textsuperscript{31} The perturbation potential on the combined foil and cavity surface satisfies the following integral equation (Green’s third identity):

\[ \pi \phi_p = \int_{S_B} \left[ \frac{\partial \phi}{\partial n} \ln R - \phi \frac{\partial \ln R}{\partial n} \right] dS - \int_{S_W} \Delta \phi_w \frac{\partial \ln R}{\partial n} dS \]  \hspace{1cm} (9.9)

where \( n \) is a unit vector normal to the foil or cavity surface, \( S_B \) is the foil and cavity surface, \( S_W \) is the trailing wake surface, and \( R \) is the distance between a point, \( P \), and the point of integration over the foil or wake surface.

The foil and cavity surface are discretized into flat panels, as shown in Fig. 9.7. The source and dipole strengths are assumed to be constant over each panel. On the foil surface, the source strengths, which are proportional...
to $\partial\phi/\partial n$, are given by the kinematic boundary condition, equation (9.3). On the cavity, the dipole strengths, which are proportional to $\phi$, are determined by first expressing the dynamic boundary condition (9.6) and (9.8). For simplicity $\lambda$ is zero for the rest of this paper; the complete derivation is given in Kinnas & Fine.\textsuperscript{12} It should be noted that the length of the transition region $\lambda$ has been found to affect the results only locally. In the case of $\lambda = 0$ and when a large number of panels is used the beginning of a re-entrant jet structure can be captured, as shown in Krishnaswamy et al. (2001)\textsuperscript{32}:

$$q_c = U_\infty \cdot s + \frac{\partial \phi}{\partial s} = U_\infty \sqrt{1 + \sigma}$$  \hspace{1cm} (9.10)

where $s$ is the arclength along the cavity surface (measured from the cavity detachment point), and $s$ is the unit vector tangent to the cavity surface. Integration of equation (9.10) renders the potential on the cavity surface:

$$\phi(s) = \phi(0) - U_\infty \cdot s + sU_\infty \sqrt{1 + \sigma},$$  \hspace{1cm} (9.11)

where $\phi(0)$ is the potential at the leading edge of the cavity. In the numerical scheme, $\phi(0)$ is expressed in terms of the (unknown) potentials on the wetted part of the foil in front of the cavity.

The Kutta condition is enforced via the Morino condition\textsuperscript{31}:

$$\Delta \phi_w = \phi^+_T - \phi^-_T$$  \hspace{1cm} (9.12)

where $\Delta \phi_w$ is the potential jump in the wake of the foil and cavity and $\phi^+_T$ and $\phi^-_T$ are the potentials at the upper and lower trailing edge panels, respectively. In two dimensions, the effect of the trailing wake surface (in the case of partial cavitation) is equivalent to the effect of a concentrated vortex at the foil trailing edge with strength equal to $\Delta \phi_w$.

The cavity closure condition requires the thickness at the cavity trailing edge, $h(s_L)$, to be equal to zero. This is enforced by the following equation:

$$h(s_L) = \frac{1}{q_c} \int_0^{s_L} \left[ U_\infty \cdot n + \frac{\partial \phi}{\partial n} \right] ds = 0$$  \hspace{1cm} (9.13)

where $s_L$ is the total arclength along the cavity surface.

The integral equation (9.9) is applied at the panel midpoints, together with equations (9.12) and (9.13). The resulting linear system of equations is inverted in order to provide the unknowns: (a) $\phi$ on the wetted foil, (b) $\partial\phi/\partial n$ on the cavity, and (c) the corresponding cavitation number $\sigma$. 
The cavity shape is determined in an iterative manner. In the first iteration the panels representing the cavity are placed on the foil surface directly under the cavity. In subsequent iterations the cavity shape is updated by an amount $h(s)$ (applied normal to the cavity surface) which is determined by integrating the following ordinary differential equation:

$$\frac{dh}{ds} = U_\infty \cdot n + \frac{\partial \phi}{\partial n}$$  \hspace{1cm} (9.14)

The history of predicted cavity shapes and cavitation numbers with number of iterations is shown in Fig. 9.8. Notice the remarkable convergence with number of iterations. In fact, even the predicted shape and cavitation number from the first iteration (when the cavity panels are placed on the foil surface) are very close to the converged values. This particular feature of the presented method makes it very attractive for 3-D applications, where carrying more than one iterations would increase the computation time substantially. The extension of the method in three dimensions is presented in the next sections.
9.2.3. *Cavity extent for given cavitation number*

In the previous sections the cavity length is assumed to be known. For *given (fixed)* cavitation numbers the BEM can still be applied for various cavity lengths. In this case though, due to the fact that the cavitation number is given (instead of being determined), the cavity closure condition, equation (9.13), will not be satisfied. Instead the thickness at the cavity end, $\delta$, will be given from the expression:

$$
\delta (l; \sigma) \equiv h (s_L) = \frac{1}{q_c} \int_0^{s_L} \left[ U_\infty \cdot \mathbf{n} + \frac{\partial \phi}{\partial n} \right] ds
$$

(9.15)

This is shown in Fig. 9.8 where the predicted $\delta$ and the cavity shapes for fixed $\sigma$ and different values of cavity length are shown. An iterative scheme has been developed\(^\text{12}\) for determining the cavity extent for given $\sigma$ by searching for the cavity length, $l$, for which:

$$
\delta (l; \sigma) = 0
$$

(9.16)

In Fig. 9.9, the cavity shapes are predicted, for the same cavitation number, from applying the fully converged method versus the method in which the first iteration has only been applied, i.e. when the panels representing the cavity are placed on the foil under the cavity. The latter method is also called the *thin cavity theory*. It is essential to see that the differences are not significant. In the extensions of this method to 3-D hydrofoils and propellers (to be addressed later), the thin cavity theory is applied.

9.2.4. *Effects of flow unsteadiness*

In order to understand the importance of the flow unsteadiness on the boundary conditions and the cavity dynamics, an unsteady two-dimensional model of a partially cavitating hydrofoil is studied, wherein the cavitation number is allowed to vary harmonically around a mean value, i.e. $\sigma(t) = \sigma_0 + \sigma_g \cos(\omega t)$, while the inflow is steady and uniform.\(^\text{1}\) This model allows us

---

\(^\text{1}\)An open cavity model can be readily implemented within this method by requiring the right-hand side of equation (9.16) to be equal to a specified thickness at the cavity end.

\(^\text{1}\)This is equivalent to applying a small sinusoidal disturbance either on the ambient pressure or on the vapour pressure. In the case of propellers, to be addressed later, the unsteadiness is due the variation of the inflow to which the blade is subject to, when in the presence of a non-axisymmetric ship wake.
Simulation of Cavitating and Free Surface Flows Using BEM

Fig. 9.9. Comparison of cavity shapes predicted from thin cavity theories (in which the cavity panels are placed on the hydrofoil surface, underneath the cavity), and fully non-linear cavity theories, at the same cavitation number. From Sun.\textsuperscript{33}

to see the effects of the unsteady terms on the solution. Bernoulli’s equation will render, in this case:

\[ p_\infty + \rho \frac{U_\infty^2}{2} = \rho \frac{\partial \phi}{\partial t} + p_v + \rho \frac{q^2}{2} \]  

or equivalently,

\[ q_c(s, t) = U_\infty \cdot s + \frac{\partial \phi}{\partial s} = \sqrt{[1 + \sigma(t)]U_\infty^2 - 2 \frac{\partial \phi}{\partial t}} \]  

where \( q_c(s, t) \) is the cavity velocity which, instead of being constant (as in the case of steady flow), now varies with time and location along the cavity surface. As in the case of steady cavity flow, equation (9.18) renders:

\[ \frac{\partial \phi}{\partial s} = -U_\infty \cdot s + \sqrt{[1 + \sigma(t)]U_\infty^2 - 2 \frac{\partial \phi}{\partial t}} \]  

which, when integrated along \( s \), provides an expression for \( \phi(s, t) \) along the cavity. Note that the right-hand side of equation (9.19) now involves \( \partial \phi/\partial t \) which is not known and may be determined via a fourth order accurate backward finite difference scheme.\textsuperscript{24} The cavity height, \( h(s, t) \), is determined by inverting the following partial differential equation\textsuperscript{34}:

\[ q_c(s, t) \frac{\partial h}{\partial s} + \frac{\partial h}{\partial t} = U_\infty \cdot n + \frac{\partial \phi}{\partial n} \]  

(9.20)
Fig. 9.10. Predicted unsteady cavity area (left), maximum and minimum cavity shapes from quasi-steady (top right) and fully unsteady solution (bottom right); $\sigma_o = 0.928$, $\sigma_g = 0.06$, and $k = 0.25$.

Equations (9.9) and (9.12) are applied at each time step. Due to the smallness of the introduced disturbance, the effect of the shed vorticity from the foil trailing edge on the solution is ignored, i.e. the wake dipole strength, $\Delta \phi_w$, is assumed to only change with time and not with location along the wake. In addition, a cavity closure condition is applied at the instantaneous cavity trailing edge:

$$h(s_L, t) = 0$$  \hspace{1cm} (9.21)

The time history of the cavity length on an NACA16006 hydrofoil operating at an angle of attack of 4° and with a time-dependent cavitation number equal to $\sigma(t) = 0.928 + 0.06 \cos \omega t$ at a reduced frequency of $k = \omega c/(2U_\infty) = 0.25$ was computed. Fig. 9.10 shows the time history of the cavity volume (area) with time, and the predicted cavity shapes from a ‘quasi-steady’ and the fully unsteady solution. As expected, the fully unsteady solution is shifted to the right, i.e. the growth stage lasts longer than the collapse stage, a well known characteristic of unsteady cavitation. Note the substantial change in the cavity characteristics due to a small change in the cavitation number. In experiments, the unsteadiness in the inflow (due to turbulence) causes fluctuations of the cavity extent, leading to the well known instability in the flow as the cavities transition from partial to supercavitation.

9.2.5. Effects of viscosity

The effects of viscosity on the inviscid cavitating solution can be included via coupling with a boundary layer solver,\(^{35}\) as shown in Fig. 9.11. This
Fig. 9.11. The boundary layer displacement thickness ($\delta^*$) is shown together with the cavity and the hydrofoil.

is accomplished by adding ‘blowing’ sources to the inviscid cavity flow problem,\textsuperscript{6,36} in the right hand side of the Green’s third identity, equation (9.9), as follows:

$$\pi \phi_p = \int_{S_B} \left[ \frac{\partial \phi}{\partial n} \ln R - \phi \frac{\partial \ln R}{\partial n} \right] dS - \int_{S_W} \Delta \phi_w \frac{\partial \ln R}{\partial n} dS + \int_{S_{B \cup W}} \hat{\sigma} \ln R dS$$ \hspace{1cm} (9.22)

The strength of these sources is given as:

$$\hat{\sigma} = \frac{d(U_e \delta^*)}{ds},$$ \hspace{1cm} (9.23)

where $s$ is the arclength along the foil, $U_e$ is the velocity at the edge of the boundary layer, and $\delta^*$ is the displacement thickness.

The terms in equation (9.22) can be rearranged to produce the following equation:

$$U_e = U_{e}^{inv} + \mathcal{E}\{U_e \delta^*\}$$ \hspace{1cm} (9.24)

where $U_{e}^{inv}$ is the value of the inviscid velocity on the hydrofoil surface.

Equation (9.24) gives the edge velocity at each panel in terms of the inviscid edge velocity and a mass defect term, $m = U_e \delta^*$. $\mathcal{E}$ is a geometry-dependent operator, the discretized version of which is given in Hufford \textit{et al.}\textsuperscript{37} and Drela.\textsuperscript{35}

The boundary layer equations\textsuperscript{35} are solved first with the edge velocity distribution given from the inviscid cavity theory. Once $\delta^*$ is found, $U_e$ is updated via equation (9.24). This process continues until convergence is achieved. It should be noted that a zero friction condition is applied on the cavity surface.\textsuperscript{6} In addition, an iterative method has been developed to ensure that the viscous pressure distribution over the cavity is constant.\textsuperscript{33,36}
This viscous/inviscid interactive coupling has also been extended in the case of propeller blades.\textsuperscript{33,38}

At the top of Fig. 9.12, the predicted cavity shapes for the same cavitation number, with or without the effects of viscosity, are shown. It can be seen that the method predicts a significantly smaller cavity, when the effects of viscosity are included. To verify the current method, a hydrofoil and the predicted cavity (with the effects of viscosity included in the

\[ \varepsilon = 0.311 \]

Fig. 9.12. The cavity for given cavitation number predicted by using the present BEM with and without the effects of viscosity included (top). The cells in the finite volume method (Fluent) used to solve for the viscous flow applied on the cavity, as predicted by the current BEM, after coupling with the boundary layer solver (bottom left), and the resulting pressures from the BEM method and Fluent (bottom right). The Reynolds number based on chord is $10^6$. From Sun.\textsuperscript{33}
BEM) are analyzed via the commercial RANS solver, FLUENT, and the predicted pressures from the BEM and FLUENT are shown together at the bottom right of Fig. 9.12. The required cell arrangement in FLUENT is shown on the bottom left of Fig. 9.12. The pressures distributions from the two methods are remarkably close to each other. It should be noted that FLUENT required about 200,000 cells and about 8 hours of CPU on a SUN BLADE 2,000 (2 × 1.2 GHz, 8G RAM) workstation. To produce the same answer with the BEM takes only 1–2 minutes!

9.2.6. The cavity detachment point

The cavity detachment location can be determined using the smooth detachment criterion (or the Villat-Brillouin condition) which is equivalent to requiring the following conditions: (a) the cavity has non-negative thickness at its leading edge, and (b) the pressure in front of the cavity is no smaller than the vapour pressure. The detachment criterion has been applied in the case of 2-D or 3-D hydrofoils as well as propeller blades in Young & Kinnas,\(^\text{39}\) where cavities are searched for on both sides of the blade. The effect of the cavity detachment location on the predicted cavity extent and shape is shown in Fig. 9.13. It should be noted that experimental evidence\(^\text{2,40}\) has shown that the cavity detachment occurs behind a point of laminar separation. This criterion has been implemented in the inviscid/viscous cavity formulation.\(^\text{6}\)

Figure 9.13 demonstrates the significance of determining the cavity detachment points through an iterative procedure, as opposed to simply picking the points where the non-cavitating pressure is equal to vapour pressure.

9.3. 3-D Hydrofoil

Consider now a 3-D hydrofoil which is subject to a uniform inflow \(U_\infty\) as shown in Fig. 9.14. The cavity surface is denoted by \(S_C\), the wetted hydrofoil surface by \(S_{WS}\), and the trailing wake surface by \(S_W\). The total flow velocity field \(q(x, y, z)\) can be written in terms of the perturbation potential \(\phi(x, y, z)\), as follows:

\[
q(x, y, z) = U_\infty + \nabla \phi(x, y, z). \quad (9.25)
\]

In the next four sections the necessary equations and conditions for determining \(\phi(x, y, z)\), as well as the cavity planform and shape are outlined.
Fig. 9.13. Effect of the detachment location on the predicted cavity extent and shape via BEM. The cavity on the left has been predicted by assuming that the cavity on either side of the hydrofoil starts at the points where the wetted pressure distribution (shown) becomes equal to the vapour pressure (e.g., $-C_{P,\text{wetted}} = \sigma$). Note that the predicted cavity on the upper ('back') side has negative thickness (a mathematically correct solution has produced a non-physical cavity!), due to the 'wrong' location of the cavity detachment. The cavity on the right, on the other hand, has been predicted by determining, in an iterative manner,$^{39}$ the location of the cavity detachment on either side of the hydrofoil based on the smooth detachment condition. Note that the predicted cavities on the right have positive thickness and that the pressures on the wetted part of the hydrofoil (ahead of the cavity detachment points) are larger than vapour pressure (e.g., $-C_{P} < \sigma$). From Kinnas et al.$^{41}$

9.3.1. The green's third identity

As in the case of 2-D hydrofoil Green’s third identity renders the following integral equation for $\phi(x, y, z)$ as

$$2\pi \phi = \int_{S_{W} \cup S_{C}} \left[ \phi \frac{\partial G}{\partial n} - G \frac{\partial \phi}{\partial n} \right] dS + \int_{S_{W}} \Delta \phi w \frac{\partial G}{\partial n} dS \quad (9.26)$$
where \( \mathbf{n} \) is the unit vector normal to the foil wetted surface, the cavity surface or the wake surface; \( \Delta \phi \) is the potential jump across the wake sheet and \( G = 1/R \) is the Green’s function, where \( R \) is the distance between a point \( P \) and the point of integration along the foil and cavity surface.

Equation (9.26) should be applied on the ‘exact’ cavity surface as shown in Fig. 9.14. Based on the fast convergence of the BEM with number of iterations in 2-D (as described in the previous section), only the first iteration non-linear solution is carried out. This is equivalent to applying Green’s formula on an approximate surface, as shown in Fig. 9.14. This surface is comprises the foil surface and the trailing wake surface. The treatment of a supercavity within this scheme is discussed in detail in Fine & Kinnas.\(^{25}\) For simplicity, only the partially cavitating 3-D hydrofoil problem will be described here. The approximate surface is discretized as shown at the bottom part of Fig. 9.14. Constant strength dipoles and sources are distributed on each of the wetted or cavitating flow panels. The strength
of the source distribution on the wetted foil surface is expressed via the kinematic boundary condition:

$$\frac{\partial \phi}{\partial n} = - U_\infty \cdot n; \text{ on } S_{WS}$$ \hspace{1cm} (9.27)

In the case of partial cavitation the trailing wake, $S_{WS}$, is treated the same way as in the case of fully wetted flows. In other words, $\Delta \phi_W$ is only a function of the spanwise location, $y$, given as:

$$\Delta \phi_W(y) = \phi_+^T(y) - \phi_-^T(y) = \Gamma(y)$$ \hspace{1cm} (9.28)

where $\phi_+^T(y)$ and $\phi_-^T(y)$ are the values of the potential at the upper (suction side) and lower (pressure side) foil trailing edge, respectively. The difference in those potentials is also equal to the circulation $\Gamma$ at a spanwise location $y$.

### 9.3.2. The dynamic boundary condition

The dynamic boundary condition (DBC) requires that the pressure everywhere inside and on the cavity be constant and equal to the known cavity pressure, $p_v$. As in the case of 2-D hydrofoil, Bernoulli’s equation will give:

$$q_c = U_\infty \sqrt{1 + \sigma},$$ \hspace{1cm} (9.29)

where $q_c$ is the magnitude of the cavity velocity $q$. Note that for simplicity the hydrostatic terms, which would be important in the case of a vertical 3-D foil, have not been included. The cavity velocity vector, $q_c$, may also be expressed as follows:\(^8\)

$$q_c = \frac{V_s [s - (s \cdot v)v] + V_v [v - (s \cdot v)s]}{\|s \times v\|^2} \hspace{1cm} (9.30)$$

where $s$ and $v$ are the curvilinear coordinates along the cavity surface (as shown in Fig. 9.14); $s$ and $v$ are the corresponding unit vectors, $V_s$ and $V_v$ are given as follows:

$$V_s = \frac{\partial \phi}{\partial s} + U_\infty \cdot s; \quad V_v = \frac{\partial \phi}{\partial v} + U_\infty \cdot v \hspace{1cm} (9.31)$$

Equations (9.29) and (9.30) may then be combined to form an equation which is quadratic in the unknown chordwise perturbation velocity, $\partial \phi/\partial s$.

\(^8\)In general non-orthogonal.
The solution to this quadratic\(^b\) renders $\partial \phi / \partial s$ in terms of the cavitation number, the inflow velocity, and the unknown crossflow $\partial \phi / \partial v$:

$$\frac{\partial \phi}{\partial s} = -U_\infty \cdot s + V_v \cos \theta + \sin \theta \sqrt{q_c^2 - V_v^2}, \quad (9.32)$$

with $\theta$ is the angle between $s$ and $v$, and $q_c$ is given by equation (9.29). Equation (9.32) is integrated once to form a Dirichlet boundary condition on $\phi$:

$$\phi(s) = \phi(0) + \int_0^s \left[ \text{right-hand side of equation (9.32)} \right] ds \quad (9.33)$$

The value of $\phi(0)$ in equation (9.33) at each strip is determined (as in the case of 2-D hydrofoil) via a cubic extrapolation in terms of the unknown potentials on the wetted panels on the same strip in front of the cavity.

The crossflow term, $\partial \phi / \partial v$, in equation (9.33) is included in an iterative sense.\(^{12}\)

### 9.3.3. The cavity thickness distribution

The kinematic boundary condition on the cavity requires that the velocity normal to the cavity is zero (in the case of steady flows) or, more generally (also valid in the case of unsteady flows), that the following substantial derivative is zero:

$$\frac{D}{Dt} (n - h) = \left( \frac{\partial}{\partial t} + q_c \cdot \nabla \right) (n - h) = 0 \quad (9.34)$$

where $n$ is the coordinate normal to the foil surface under the cavity (with unit vector $n$) and $h(s, v, t)$ is the thickness of the cavity normal to the foil surface at the point $(s, v)$ at time $t$. Expressing the gradient in terms of the local directional derivatives

$$\nabla = \frac{[s - (s \cdot v)v]}{\|s \times v\|^2} \frac{\partial}{\partial t} + \frac{[v - (s \cdot v)s]}{\|s \times v\|^2} \frac{\partial}{\partial s} + n \frac{\partial}{\partial n}, \quad (9.35)$$

and performing the dot product with $q_c$ (as defined in equation (9.30)) and finally substituting the result in equation (9.34) yields the following partial

\(^b\)The root which corresponds to cavity velocity vectors pointing downstream is selected.
differential equation for the cavity thickness:
\[
\frac{\partial h}{\partial s} [V_s - \cos \theta V_v] + \frac{\partial h}{\partial v} [V_v - \cos \theta V_s] = \sin^2 \theta \left( V_n - \frac{\partial h}{\partial t} \right) \quad (9.36)
\]
where
\[
V_n = \frac{\partial \phi}{\partial n} + U_\infty \cdot n \quad (9.37)
\]

The partial differential equation (9.36) can be integrated over the entire cavity planform in order to provide the cavity thickness. In the case of steady flow (as considered in the beginning of this section), \( \partial h/\partial t = 0 \).

9.3.4. The cavity planform
The extent (planform) of the 3-D cavity is not known and has to be determined as a part of the solution. This is accomplished by finding the appropriate \( l(y) \) (cavity length at each spanwise location \( y \)) which satisfies the cavity closure condition for the given cavitation number, \( \sigma \):
\[
\delta(y; \sigma) = h(l(y), y) = 0 \quad (9.38)
\]

9.3.5. Numerical aspects
The objective of the numerical analysis is to invert equation (9.26) subject to the conditions (9.27), (9.33) and (9.28). The numerical implementation is described in detail in Kinnas & Fine\(^{12,18}\) and Fine & Kinnas.\(^{21}\) In brief, for a given cavity planform, equation (9.26) is solved with respect to the unknown \( \phi \) on the wetted foil and for the unknown \( \partial \phi/\partial n \) on the cavity. The cavity height at the trailing edge of the used cavity planform is then determined by integrating equation (9.36). The cavity planform is adjusted accordingly and the solution is carried over again until the corresponding heights at the cavity end are equal to zero within some given tolerance. The numerics of the method have been extensively validated in Kinnas & Fine\(^{12}\) and Fine & Kinnas.\(^{21}\)

9.3.6. The split panel technique
A very crucial issue in the numerical implementation was found to be related to the treatment of panels which were intersected by the cavity trailing edge. In order to avoid recomputing influence coefficients a technique was devised, namely the *split panel technique*,\(^{12,34}\) in which the intersected panel is
Fig. 9.15. The split panel technique applied to the cavity trailing edge in three dimensions. The extrapolated values for $\partial \phi / \partial n$ into the two parts of the split panel are also shown.

treated as one panel with each of the $\phi$ and $\partial \phi / \partial n$ being determined as the weighted average of the values on the wetted and the cavitating part of the panel. This technique, as depicted in Fig. 9.15, provided substantial savings on computer time since the same panel discretization can handle arbitrary cavity planforms.

### 9.3.7. Multiplicity of solutions

Equation (9.38) may accept more than one solution, i.e. produce more than one cavity planform for a given value of cavitation number. This is a very well known fact in two dimensions, where for some cavitation numbers there are three solutions (two partial cavities and one supercavity). The present method has also been found to predict multiple solutions in three dimensions,21,24 as can be seen in Fig. 9.16. Note that for $\sigma = 0.85$, two cavity planforms are predicted: one partial cavity and one mixed cavity (slightly supercavity at midspan). The partial cavity was produced when the initial guess was a partial cavity and the mixed cavity when the initial guess was a supercavity. The cavity length at midchord vs $\alpha / \sigma$ is also shown at the bottom part of Fig. 9.16. Note the striking similarity of this curve to the well known characteristic curve for a two-dimensional cavitating flat
plate (not shown in the Figure). This multiplicity of solutions in 3-D can also be confirmed from the observed instability on the cavity extent during experiments on cavitating 3-D foils, as the cavity transitions from partial to super-cavitation.

9.4. Propellers

Consider a cavitating propeller subject to a non-uniform wake inflow, \( U_W(x_s, r_s, \theta_s) \), as shown in Fig. 9.17. The wake inflow is referenced with respect to the ship fixed system of coordinates \((x_s, y_s, z_s)\) or \((x_s, r_s, \theta_s)\) and is assumed to include the propeller/inflow interaction, i.e. it is the effective wake. The propeller is often immersed in the boundary layer of the ship’s hull, and thus, its inflow is non-axisymmetric and carries strong vorticity in it. The actual (or effective) propeller inflow can be determined by coupling the presented BEM, in an iterative manner, with a Euler solver or a RANS solver which models the global flow around the propeller and hull. The
propeller is represented with body forces (also called source terms) within the global flow Euler or RANS solver.\textsuperscript{42,43}

The propeller flow is considered with respect to the propeller fixed system \([x, y, z]\) or \([x, r, \theta]\), which rotates with an angular velocity \(\omega\) with respect to the ship fixed system. The inflow, with respect to the propeller rotating system will thus be\textsuperscript{1}:

\[
U_{in}(x, y, z, t) = U_W(x, r, \theta - \omega t) + \omega \times x
\]  

(9.39)

Equation (9.26) still applies in the time domain while the perturbation potential \(\phi(x, y, z, t)\) is defined from:

\[
q = U_{in} + \nabla \phi
\]  

(9.40)

where \(q\) is the total velocity vector of the flow with respect to the propeller fixed system.

The treatment of the time-dependent sheet cavity \(S_C(t)\) on the propeller blades is very similar to that in the case of 3-D hydrofoils, described in the previous section. Equations (9.26), (9.27), (9.28), (9.33),

\textsuperscript{1}Details of the application of the BEM on cavitating propellers may be found in Kinnas & Fine.\textsuperscript{24}
(9.36) and (9.38) now apply at every time step in the numerical solution. The main differences, according to Kinnas & Fine$^{24}$ and Fine,$^{34}$ consist of:

- Replacing $\mathbf{U}_\infty$ with $\mathbf{U}_\text{in}$
- Replacing $q_c$ in the right-hand side of equation (9.32) with:

$$q_c = \sqrt{n^2D^2\sigma_n + |\mathbf{U}_\text{in}|^2 - 2gy_s - 2\frac{\partial\Phi}{\partial t}}, \quad (9.41)$$

where $D$ is the propeller diameter, $n$ the revolutions per second, $g$ the acceleration of gravity and $\sigma_n$ the cavitation number defined as:

$$\sigma_n = \frac{p_{sh} - p_w}{(\rho/2)n^2D^2} \quad (9.42)$$

with $p_{sh}$ being the hydrostatic pressure at the centre of the shaft of the propeller. Note that the hydrostatic terms ($-2gy_s$) are included in the pressure calculation.

The $\frac{\partial\Phi}{\partial t}$ term in equation (9.41) is not known, and is determined in an iterative manner by using the value when the blade is at the same angle in the previous revolution (or period).$^{24}$

Other important issues, which were not addressed in this chapter, are:

(a) the location of the trailing wake sheet, which is not known a priori and must be determined from applying a force-free condition in the wake,
(b) the values of the dipoles in the wake are known from previous time-steps,
(c) the sectional shape of the developed tip vortex cavity, which is modelled with panels in the presented approach, is not known and can be determined from applying a constant pressure condition (dynamic condition) on the tip vortex cavity surface.

Finally, when comparing with experiments, which often take place inside confined spaces, the tunnel walls must also be modelled in the BEM.$^{47}$

A similar approach was recently applied for the prediction of the cavitating flow through a water-jet pump.$^{38}$

9.4.1. Super-cavitating propellers

The method has also been extended in the case of super-cavitating hydrofoils and propellers, of which the blade sections have a sharp leading edge and a non-zero thickness trailing edge.$^{48}$ It should be noted that in predicting the performance of these propellers correctly, it is essential
that cavities be allowed on both sides of the blade, and that the cavity detachment is searched for. Fig. 9.18 shows the rate of convergence of the results of the BEM and the predicted cavities in the case of a super-cavitating propeller.

9.5. Comparisons with Experiments

Several comparisons of results from the presented BEM, applied on 3-D hydrofoils or propellers, with experimental measurements or observations are provided in Figs. 9.19 to 9.22.

Fig. 9.19. 4990 propeller hydrofoil observed in experiment performed at the 36 inch cavitation tunnel at NSWC-CD (left), and predicted (right). The effects of the tunnel walls have been modelled in the BEM.
Fig. 9.20. Comparison of observed developed tip vortex cavity in experiment (left) and predicted (right) by the BEM of Lee & Kinnas.

Fig. 9.21. Inflow wake (effective) for DTMB4148 (top) and predicted cavity patterns (bottom) by the BEM of Lee & Kinnas, which includes the effects of the tunnel walls, also modelled in the BEM. The shown cavity patterns should be compared directly to those shown at the bottom of Fig. 9.2.

9.6. Surface-Piercing Flows

9.6.1. Surface-piercing propellers

The effect of freesurface on submerged cavitating hydrofoils or propellers may be determined by modelling the free-surface via the BEM, as was done in Bal et al., Bal & Kinnas.
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Fig. 9.22. Predicted by the BEM of Kinnas et al.\textsuperscript{41} and measured thrust and torque on propeller DTMB4383 (panelled geometry shown on the right) versus advance ratio $J_A$ ($J_A = V_A/nD$; $V_A$ is the uniform inflow velocity), at various cavitation numbers. Note significant loss of the thrust and torque at lower $J_A$, due to the presence of super-cavitation. PROPCAV is the name of the corresponding source code.

Fig. 9.23. Propeller model 841-B from Olofsson\textsuperscript{56} with the corresponding BEM model on the right (from Young & Kinnas\textsuperscript{54}).

In the case of surface-piercing (also called partially submerged) propellers, special consideration must be given to the treatment of the flow as the blade enters into or exits from the free-surface. The actual geometry of a surface-piercing propeller is shown in Fig. 9.23, together with the geometry used within a BEM model.

Young\textsuperscript{53} and Young & Kinnas\textsuperscript{54} modified the BEM for submerged propellers (as presented in the previous sections) by making the fundamental assumption that the free-surface is a flat surface, thus neglecting the influence of the free-surface jets and spray formed as a part of the ventilated surface. The free-surface boundary conditions are linearized and their validity is ensured via the negative image method, as depicted in Fig. 9.24. The model is based on that developed for surface-piercing
Fig. 9.24. Surface-piercing propeller model using a linearized free-surface condition: discretized propeller geometry in BEM (left), and depiction of the utilized ‘negative’ image model (right).

Fig. 9.25. Ventilated patterns on surface-piercing propeller: observed (top) and predicted by BEM (bottom).

hydrofoils,\(^5^5\) and applies for large Froude numbers, \(F_{nD} = \frac{V}{\sqrt{gD}} > 4\), where \(V\) is the ship speed and \(D\) is the propeller diameter.

Comparisons of the predicted ventilated surfaces with those observed in Olofsson,\(^5^6\) are presented in Fig. 9.25. As reported in Young\(^5^3\) and Young & Kinnas,\(^5^4\) even though the mean performance of a surface-piercing propeller can be predicted within reasonable accuracy, the time history of the blade forces at the entry and exit stages seem to be inaccurate, and that has been
attributed to the lack of the modelling of the jets during those stages. A BEM to model the effects of the jets is presented in the next section.

Finally, as shown in the measurements of Olofsson, the effects of *hydro-elasticity* can be significant, and should be included by coupling the present BEM with a method for the structural analysis of the blade, by using a similar approach to that presented by Young & Liu in the case of super-cavitating propellers.

### 9.6.2. Surface-piercing 2-D hydrofoils: entry stage

This section presents a BEM to model the water entry of a surface-piercing hydrofoil by employing the *non-linear* free-surface boundary conditions. The BEM scheme used here was developed initially in the context of the roll-motion of Floating-Production-Storage-Offloading vessel hull-sections, as described in Vinayan *et al.* and Vinayan & Kinnas. Only a brief summary of the mathematical and numerical formulation is presented here and the complete details of the scheme can be found in Vinayan & Kinnas. The approach combines the mixed Eulerian-Lagrangian method of Longuet-Higgins & Cokelet, for tracking the free-surface, with the solution of a Boundary Integral Equation (BIE) at each time-step, and is similar to that presented by Young and Young & Kinnas, and to that developed by Zhao & Faltinsen for the study of the vertical entry of two-dimensional wedge shaped hulls at small angles of deadrise.

#### 9.6.2.1. Formulation

Consider a rigid, 2-D hydrofoil entering an initially calm domain with a constant velocity $\vec{V}$ and an angle of attack $\alpha$, as shown in Fig. 9.26. An ideal fluid is considered and the flow is assumed to be irrotational. A *fixed* (non-rotating) Cartesian coordinate system is chosen to represent the flow with its origin at the undisturbed water level. The flow is represented in terms of a harmonic function $\phi(x, t)$ commonly referred to as the *velocity potential*. Also, the local fluid velocity is given as $\vec{q}(x, t) = \nabla \phi = (\phi_x, \phi_y) = (u, v)$. Here, $\mathbf{x} = (x, y)$ represents the spatial location with respect to the fixed coordinate system, with $x$ being the horizontal measure and $y$ the vertical measure positive upward. The fluid domain and the corresponding boundary surfaces are shown in Fig. 9.26. $S_{\text{W}}(t)$ represents the ‘wetted’ part of the hydrofoil surface, $S_{\text{F}}(t)$ is the free-surface that also includes a part of the ventilated surface on the suction side of the
Fig. 9.26. Entry of a surface-piercing hydrofoil: fluid domain and boundaries.

hydrofoil and $S_\infty$ is the far-field boundary placed far enough to minimize interference.

A BIE is solved at each time-step of a higher-order time-stepping scheme in order to obtain the velocity potential. Once the solution is obtained for a particular time, the time-dependent boundary conditions are updated and the solution scheme progresses onto the next one.

The boundary value problem for the velocity potential is converted into a BIE by introducing a two-dimensional Green’s function $G(p, q) = -\frac{1}{2\pi}\ln r_{pq}$ (satisfying the Laplace equation), where $r_{pq} = |p - q|$, $p \equiv p(x)$ is the field point and $q \equiv q(x)$ is the source point. The BIE obtained by applying Green’s third identity to $\phi(x, t)$ and $G(p, q)$ is

$$\alpha(p)\phi(p) + \int_{\Gamma} \phi(q)G_n(p, q) \, d\Gamma_q = \int_{\Gamma} G(p, q)\phi_n(q) \, d\Gamma_q, \quad (9.43)$$

where $2\pi\alpha(p)$ is the internal angle formed at the boundaries. $G_n(p, q) = \nabla G(p, q) \cdot \vec{n}_q$ and $\phi_n(p, q) = \nabla \phi(p, q) \cdot \vec{n}_q$ and $\vec{n}_q$ is the normal vector at $q$, positive out of the fluid.

The above BIE is solved via a BEM which employs linear elements (straight segments) with linear dipole and source distributions over each element. The numerical implementation of this BEM is described in more detail in Vinayan & Kinnas,\textsuperscript{59} Vinayan & Kinnas\textsuperscript{60} and Vinayan.\textsuperscript{64}
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Free-surface, $S_F(t); F(x, t) = 0$

- Kinematic Boundary Condition (KBC) on $S_F(t)$:
  The KBC is obtained by assuming $S_F(t)$ to be a bounding surface, i.e., no material passes across the free-surface. Based on the schematic shown in Fig. 9.27, if we represent the free-surface as $F(x, t) = y - \eta(x, t) = 0$, the KBC on the free-surface is given as

$$\frac{D}{Dt}F(x, t) = 0,$$

where $\frac{D}{Dt} = \frac{\partial}{\partial t} + \nabla \phi \cdot \nabla$ is the material derivative. $\vec{q} = \nabla \phi = (\phi_x, \phi_y)$ is the fluid velocity on the free-surface, and $y = \eta(x, t)$ is the free-surface elevation.

For any particle $P(x, y)$ on the free-surface, the KBC is given as

$$\frac{Dx}{Dt} = \nabla \phi = \vec{q} \quad \text{or} \quad \begin{cases} \frac{Dx}{Dt} = u = \phi_x \\ \frac{Dy}{Dt} = v = \phi_y \end{cases} \quad x \in S_F(t) \quad (9.45)$$

- Lagrangian particle

The DBC is obtained from the Bernoulli’s equation and assuming the pressure to be continuous across the free-surface. It is assumed that the wavelength of the free-surface elevation is long enough to neglect the effects of surface tension. Thus, the pressure underneath the free-surface must equal the atmospheric pressure above, giving the most general form of the free-surface DBC

$$\frac{\partial \phi}{\partial t} + \frac{1}{2}\|
abla \phi\|^2 + g\eta + \frac{P}{\rho} = 0, \quad x \in S_F(t) \quad (9.46)$$

where $g$ is the acceleration due to gravity. The common form of the DBC is obtained by expressing the pressure as gage pressure, in which case the
pressure on the free-surface, \( P_f = P - P_{atm} = 0 \). For a Lagrangian particle \( P(x, y) \), the DBC can be rewritten as

\[
\frac{D\phi}{Dt} = \frac{1}{2}|\nabla \phi|^2 - g\eta = \frac{1}{2}q^2 - g\eta, \quad x \in S_S(t) \tag{9.47}
\]

where \( q = |\vec{q}| = |\nabla \phi| \)

- **Boundary Condition on Hydrofoil** \( S_{WB}(t) \)
  On the ‘wetted’ part of the hydrofoil surface \( S_{WB}(t) \),

\[
\nabla \phi \cdot \vec{n} = \vec{V}(t) \cdot \vec{n}, \quad x \in S_{WB}(t) \tag{9.48}
\]

where \( \vec{V}(t) \) is the prescribed velocity of the hydrofoil.

- **Boundary Condition on Far-field Boundary** \( S_{\infty} \)
  The far-field boundary \( S_{\infty} \) is assumed to be a no-flux surface with

\[
\nabla \phi \cdot \vec{n} = 0; \quad x \in S_{\infty} \tag{9.49}
\]

Special attention is paid in placing the boundary far away from the body to avoid reflection of the waves generated by its motion.

### 9.6.2.2. Algorithm of marching free-surface in time

A fourth-order Runge-Kutta scheme is employed in order to integrate equations (9.45) and (9.47) in time, and determine the free-surface location, \( \vec{x}(t) \) and the corresponding potential \( \phi(t) \). The following steps start after the end of time step \( t \) and end at the next time step \( t + \Delta t \). Please note that each time the free-surface location is updated, the BEM, equation (9.43), is solved.

**Step 1:** Solve the BEM on \( \vec{x}(t) \) with known \( \phi(t) \) to find \( \left( \frac{\partial \phi}{\partial n} \right)_1 \), and\(^1\) \( \vec{q}_1 \).

\[
\vec{x}_1 = \vec{x}(t) + \vec{q}_1 \frac{\Delta t}{2} \tag{9.50}
\]

\[
\phi_1 = \phi(t) + \left[ \frac{1}{2}q_1^2 - g\eta(t) \right] \frac{\Delta t}{2} \tag{9.51}
\]

\(^1\)The derivative \( \left( \frac{\partial \phi}{\partial n} \right) \) is determined by using \( \phi(t) \) and the arc-length \( s \) along the free surface.
Step 2: Solve the BEM on $\vec{x}_1$ with known $\phi_1$ to find $\left(\frac{\partial \phi}{\partial n}\right)_2$, and $q_2$.

\[
\vec{x}_2 = \vec{x}(t) + \vec{q}_2 \frac{\Delta t}{2} \quad (9.52)
\]

\[
\phi_2 = \phi(t) + \left[\frac{1}{2}q_2^2 - g\eta_1\right] \frac{\Delta t}{2} \quad (9.53)
\]

Step 3: Solve the BEM on $\vec{x}_2$ with known $\phi_2$ to find $\left(\frac{\partial \phi}{\partial n}\right)_3$, and $q_3$.

\[
\vec{x}_3 = \vec{x}(t) + \vec{q}_3 \Delta t \quad (9.54)
\]

\[
\phi_3 = \phi(t) + \left[\frac{1}{2}q_3^2 - g\eta_2\right] \Delta t \quad (9.55)
\]

Step 4: Solve the BEM on $\vec{x}_3$ with known $\phi_3$ to find $\left(\frac{\partial \phi}{\partial n}\right)_4$, and $q_4$.

Then determine the location of the free surface at $t + \Delta t$ and the corresponding potential by using the following equations:

\[
\vec{x}(t + \Delta t) = \vec{x}(t) + \frac{\Delta t}{6} [\vec{q}_1 + 2\vec{q}_2 + 2\vec{q}_3 + \vec{q}_4] \]

\[
\phi(t + \Delta t) = \phi(t) + \frac{\Delta t}{12} [q_1^2 + 2q_2^2 + 2q_3^2 + q_4^2] - g\frac{\Delta t}{6} [\eta(t) + 2\eta_1 + 2\eta_2 + \eta_3] \quad (9.56)
\]

### 9.6.2.3. Results

The detailed numerical implementation, including the initial conditions and the treatment of the free-surface jets, is given in Vinayan & Kinnas.\(^60\)

Some results from the present BEM are shown in Fig. 9.28, together with those from using the commercial RANS solver, FLUENT, and those observed in the experiment of Cox.\(^67\) The specifics of the FLUENT run are given in Vinayan & Kinnas.\(^60\)

It is worth noting that the ventilated surfaces and the jets predicted from the BEM and from FLUENT are very close to each other, and also quite close to those observed. The total CPU time for the BEM on a single processor is about 16 minutes. In comparison, the FLUENT simulations take about 36 hours (wall-time), run parallel on six processors (processor: 64-bit 1.6GHz AMD Opteron ).
9.7. Concluding Remarks

BEMs, as applied in the case of steady and unsteady cavitating flows around hydrofoils and propellers, were presented. Only the modelling of sheet and developed tip vortex cavitation was addressed in this chapter. The effects of viscosity can be incorporated by coupling the BEM with a boundary layer solver in the case the flows are attached. The interaction with the viscous inflow and adjacent boundaries (hulls, pods, ducts, rudders), was only briefly addressed in this chapter, and can be accounted for via coupling of the BEM with RANS solvers.\textsuperscript{68–71} Coupling techniques for isolated bubbles (modelled via a BEM) with the viscous inflow have also been developed by Chahine\textsuperscript{72} and Hsiao & Chahine.\textsuperscript{73}

Finally, the effects of the free-surface can also be modelled via BEM, by solving for the location of the free-surface. In the case of surface-piercing hydrofoils, BEM can predict the flow as accurately as viscous flow solvers, by using limited computer resources and by requiring only a very small fraction of the required CPU for the viscous flow calculations.
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In this chapter we investigate local errors and condition numbers in the BEM. The results of these investigations are important in guiding adaptive meshing strategies and the solvability of linear systems in the BEM. We show that the local error for the BEM with constant or linear elements decreases quadratically with the boundary element mesh size. We also investigate better ways of treating boundary conditions to reduce the local errors. The results of our numerical experiments confirm the theory. The values of the condition numbers of the matrices that appear in the BEM depend on the shape and size of the domain on which a problem is defined. For certain critical domains, these condition numbers can even become infinitely large. We show that this holds for several classes of boundary value problems and propose a number of strategies to guarantee moderate condition numbers.

10.1. Introduction

The subject of errors in the boundary element method (BEM) is still a very interesting one and some aspects have not yet been as explored as they have been in other numerical methods like the finite element method (FEM) and the finite difference method. Errors in BEM solutions may be due to discretization or to inaccuracies in the solver that involves the use of BEM matrices with high condition numbers. For a given discretization, there are several ways to implement the BEM because of the choice in collocation and nodal points. These will all influence the resulting error
in the solution. In most cases where error measurement has been performed, like in adaptive refinement, the main focus has been a measure of the error rather than a fundamental analysis of the error and its behaviour. This chapter presents recent results on such fundamental analysis on local errors in BEM solutions. The results presented will not only be helpful in choosing an implementation strategy but also in guiding adaptive refinement techniques.

Several techniques have been used to measure BEM errors in the area of adaptive refinement. For instance, the discretization error is estimated by the difference between two solutions obtained using different collocation points but the same discretization. Another technique uses the first (singular integral equation) and the second (hypersingular integral equation) kinds of formulation to provide an error estimate. Data from the first kind of equation is substituted into the second kind to obtain a residual which is then used to estimate the error. Some authors have used a posteriori error estimation in FEM as a guiding tool to develop error estimates for the BEM. Unfortunately, such techniques are usually restricted to the Galerkin BEM. In our case, we would like to start from the basics of the boundary integral equation (BIE) discretization to develop error analyses for collocation BEM for potential problems. Though the ideas could easily be adapted to 3-D, we will discuss 2D problems and the Laplace equation in particular.

It is well known that the Laplace equation in differential form with either Dirichlet or mixed boundary conditions has a unique solution. However, when the Laplace equation is transformed to a BIE it is not straightforward that this carries over to the BIE. It is noted that the BIE for the Dirichlet Laplace equation does not always have a unique solution. Certain domains can be distinguished on which the BIE becomes singular and a non-trivial solution of the homogeneous equations can be found. A multiple of this solution can be added to the solution of the non-homogeneous equations, which is then no longer unique. For each domain there exists exactly one rescaled version of this domain for which the BIE becomes singular. This introduces an extraordinary phenomenon for the BIEs; uniqueness of the solutions depends on the scale of the domain.

After discretization of the boundary of the domain, the BIE transforms into a linear system of equations. When the BIE is singular, one may expect that the linear system is also singular, or at least ill-conditioned. This is reflected by the condition number of the system matrix. If this condition number is infinitely large, then the linear system is singular. As a consequence, the linear system does not have a unique solution. If the
Condition numbers and local errors in the Boundary Element Method

Condition number is not infinitely large, but still large, the linear system is ill-conditioned and difficult to solve. Hence the condition number also greatly affects the local error in the BEM solution. Note that it is a matter of taste to decide what ‘large’ means in the context of condition numbers.

The domains on which the BIE does not have a unique solution are related to the so-called logarithmic capacity. The logarithmic capacity is a real positive number being a function of the domain. This concept originates from the field of measure theory, but it also appears in potential theory. The concept of a capacity applied to a single domain may be a bit confusing, as usually the electrical capacity is defined as a charge difference between two conducting objects. The logarithmic capacity, however, is related to a single domain.

In potential theory, it is shown that when the logarithmic capacity of a domain is equal to one, then the homogeneous BIE for the Dirichlet Laplace equation on the boundary of that domain has a non-trivial solution. This allows us to a priori detect whether a BIE will become singular on a certain domain. Namely, we have to compute the logarithmic capacity and verify whether it is equal to one. Additionally, the logarithmic capacity also enables us to modify the BIE such that it does not become singular. We can scale the domain in such a way that its logarithmic capacity is not equal to one. The BIE on the corresponding boundary will then be nonsingular.

The BIE for the Laplace equation with mixed boundary conditions did not receive much attention until now. However, a similar phenomenon as for the Dirichlet case takes place for mixed conditions. For each domain, there exists exactly one rescaled version of this domain for which the BIE becomes singular. In this chapter, we investigate both the BIE for the Laplace equation with Dirichlet conditions and mixed conditions and the related linear systems. We also extend the research to flow problems in particular to BEM solutions of the Stokes equations.

This chapter is outlined as follows. Section 10.2 gives a recapitulation of the BEM formulation. An outline of the integral equation formulation for a Laplace problem and its discretization is presented. In Section 10.3, we present a discussion on local errors in the BEM and give the theory for the expected convergence rates of the local error for both constant and linear elements. Numerical examples and results for a Dirichlet and mixed problem are presented to illustrate the theory. Then a general insight into the various ways to implement the BEM on a circle is presented.

In Section 10.4, we give a number of illustrative examples of BEM matrices with large condition numbers. This motivates us to study the condition numbers of BEM matrices in potential problems in Section 10.5.
It is shown that these condition numbers may become infinitely large under certain conditions. This is also true for the condition numbers of BEM matrices in flow problems, which is the topic of Section 10.6. The chapter is concluded with a discussion of the results presented.

10.2. BEM Formulation for Potential Problems

In this section, we briefly present a BEM formulation. This, we do here only for potential problems but we will generalize it to Stokes equations in a later section. The BEM is used to approximate solutions of boundary value problems that can be formulated as integral equations. For the sake of clarity, we consider potential problems governed by the Laplace equation on a simply connected domain $\Omega$ in 2D with boundary $\Gamma$. That is

$$\nabla^2 u(r) = 0, \quad r \in \Omega. \quad (10.1)$$

We will consider problems for which either the function $u$ (Dirichlet) or its outward normal derivative $q := \partial u / \partial n$ (Neumann) is given on $\Gamma$, or the mixed problem where on one part of the boundary $u$ is given and on the other $q$ is given. The integral equation formulation of (10.1) reads

$$cu + \mathcal{K}_d u = \mathcal{K}^s q, \quad r \in \Gamma \quad (10.2)$$

Here, $\mathcal{K}^s$ and $\mathcal{K}_d$ are the single and double layer operator, defined as

$$\begin{align*}
(\mathcal{K}^s q)(r) &:= \int_{\Gamma} q(r') G(r; r') d\Gamma_{r'}, \\
(\mathcal{K}_d u)(r) &:= \int_{\Gamma} u(r') \frac{\partial}{\partial n'} G(r; r') d\Gamma_{r'}, \quad (10.3)
\end{align*}$$

where $r$ and $r'$ are points at the boundary and $n'$ is the unit outward normal at $r'$ at $\Gamma$. The function $G,$

$$G(r; r') := \frac{1}{2\pi} \log \frac{1}{||r - r'||},$$

is the fundamental solution for the Laplace equation in 2D. The constant $c(r) = 1/2$ if $\Gamma$ is a smooth boundary at $r$. Thus (10.2) expresses the potential at any point $r$ in terms of its values $u(r')$ and the values of its outward normal derivatives $q(r')$ on the boundary. Some of this information will be given as boundary conditions and the rest has to be solved for. We note that the most important step of BEM is to approximate the missing
boundary data as accurately as possible since the final step of computing
the unknown function in Ω is merely a case of post-processing.

In a BEM discretization, the boundary Γ is divided into N partitions Γ_j
such that \( \bigcup_{j=1}^{N} \Gamma_j = \Gamma \). Each \( \Gamma_j \) is then represented by a numerical boundary
\( S_j \) (see Fig. 10.1 for a two-dimensional case of rectilinear elements). Then
on each \( S_j \), the functions \( u(r') \) and \( q(r') \) are assumed to vary as the
so-called shape functions. Let us denote these shape functions by \( f_u(\xi) \)
and \( f_q(\xi) \), respectively, where \( \xi \) is a local coordinate on \( S_j \). For instance,
\( f_u(\xi) \) and \( f_q(\xi) \) are constant functions in the case of constant elements and
linear functions in the case of linear elements. Thus, the discretized integral
equation is

\[
c(r_i)u(r_i) + \sum_{j=1}^{N} \int_{S_j} f_u(r') \frac{\partial G(r_i; r')}{\partial n'} dS = \sum_{j=1}^{N} \int_{S_j} G(r_i; r') f_q(r') dS.
\]

(10.4)

where \( r_i \) is a node on the \( i \)-th element.

At this stage we would like to note two important sources of numerical
error. First, replacing the physical boundary by a numerical boundary and
second, representing the unknown functions by shape functions. The local
error should be a measure of how well the solution satisfies the original
integral equation on each element. In some geometries or discretization
\( S_j \equiv \Gamma_j \), thus eliminating one inherent source of error. The size of the local
error will be small depending on how well \( f_u(\xi) \) and \( f_q(\xi) \) represent the
original functions. Errors may also be due to integration and discontinuities
at element boundaries but these can be reduced to negligible amounts by
using suitable techniques. The integral equation (10.4) is written for \( N 
\) collocation points \( r_i \) and boundary conditions are appropriately applied to
obtain a linear system of equations

$$\mathbf{Ax} = \mathbf{b},$$  \hspace{1cm} (10.5)

where \(\mathbf{x}\) is a vector of the unknown values of either \(u\) or \(q\) at the boundary.

### 10.3. Local Errors in Potential Problems

Consider a Dirichlet problem given by,

\[
\begin{align*}
\nabla^2 u(r) &= 0, \quad r \in \Omega, \\
u(r) &= g(r), \quad r \in \Gamma.
\end{align*}
\hspace{1cm} (10.6)
\]

The unknown in this case is the outward normal derivative \(q'(r')\). Thus, what we want to solve for using BEM are the values of the normal flux at the boundary \(\Gamma\); that is, \(\mathbf{x} = q = (q_1, q_2, \ldots, q_N)^T\), a vector of the unknown values of \(q(r')\) at the boundary. Here we have introduced the notation

\[u(r_i') =: u_i \quad \text{and} \quad q(r_i') =: q_i.\]

Let \(\tilde{q} := (\tilde{q}_1, \tilde{q}_2, \ldots, \tilde{q}_N)^T\) be the corresponding BEM solution and let \(q^* := (q_1^*, q_2^*, \ldots, q_N^*)^T\) denote the exact solution at the corresponding nodes. The global error \(\mathbf{e}\) is defined as

$$\mathbf{e} := q^* - \tilde{q},$$  \hspace{1cm} (10.7)

that is, pointwise,

\[e_j = q_j^* - \tilde{q}_j.\]

In order to advance our error investigations, let us define the exact values of the integrals on the \(j\)-th element from source node \(i\) as

\[
\begin{align*}
I_{ij}^u &= \int_{\Gamma_j} u(r') \frac{\partial G}{\partial n'}(r_i; r') \, d\Gamma, \\
I_{ij}^q &= \int_{\Gamma_j} G(r_i; r') q(r') \, d\Gamma.
\end{align*}
\hspace{1cm} (10.8a)
\hspace{1cm} (10.8b)
\]

Let us also define the corresponding numerical estimates of (10.8) in the BEM as

\[
\begin{align*}
\tilde{I}_{ij}^u &= \int_{S_j} f_u(r') \frac{\partial G}{\partial n'}(r_i; r') \, dS, \\
\tilde{I}_{ij}^q &= \int_{S_j} G(r_i; r') f_q(r') \, dS.
\end{align*}
\hspace{1cm} (10.9a)
\hspace{1cm} (10.9b)
\]
We then define the two contributions to the local error on element $j$ due to source node $i$ as

$$d_{q ij} := I_{q ij} - \tilde{I}_{q ij}, \quad (10.10a)$$

$$d_{u ij} := I_{u ij} - \tilde{I}_{u ij}. \quad (10.10b)$$

The total local error on element $j$ due to source node $i$ is

$$d_{ij} := d_{q ij} + d_{u ij}. \quad (10.11)$$

The cumulative local error for the $i$-th equation due to contributions from all the elements is therefore given by

$$d_i := - \sum_{j=1}^{N} d_{u ij} + \sum_{j=1}^{N} d_{q ij}. \quad (10.12)$$

Consider the right-hand side of the system (10.5); if we were to compute the vector $b$ exactly, then the $i$-th component would be

$$b_{E i} := - c_i u(r'_i) - \sum_{j=1}^{N} \int_{\Gamma_j} \frac{\partial G}{\partial n}(r'_i; r') u(r') \, d\Gamma.$$

The one we actually use in the BEM is

$$b_i = - c_i u(r'_i) - \sum_{j=1}^{N} \int_{S_j} f_u(r') \frac{\partial G}{\partial n}(r'_i; r') \, dS.$$

Let us define

$$\delta b_i := b_{E i} - b_i = - \sum_{j=1}^{N} \int_{\Gamma_j} \frac{\partial G}{\partial n}(r'_i; r') u(r') d\Gamma + \sum_{j=1}^{N} \int_{S_j} f_u(r') \frac{\partial G}{\partial n}(r'_i; r') \, dS = - \sum_{j=1}^{N} d_{q ij}. \quad (10.13)$$

The local error in (10.12) can therefore be expressed as

$$d_i = \delta b_i + \sum_{j=1}^{N} d_{q ij}. \quad (10.14)$$
If the right-hand side is evaluated exactly, then $\delta b_i = 0$ and the error (10.12) would be

$$d_i = \sum_{j=1}^{N} d_{ij}^R.$$  \hspace{1cm} (10.15)

Now, we will assess further the behaviour of these local errors.

**Theorem 10.1.** The error in constant elements BEM is second order with respect to grid size.

**Proof.** We need to show that the local error is third order in grid size. Take the case of an element with a Dirichlet boundary condition where the unknown is $q(r')$. Consider the integral (10.8b), that is

$$I_{ij}^q = \int_{\Gamma_j} G(r_i; r') q(r') \, d\Gamma.$$  \hspace{1cm} (10.16)

Let $l_j$ be the length of $S_j$ and $\xi$ be a local coordinate on $S_j$ such that $-l_j/2 \leq \xi \leq l_j/2$.

Then (10.16) is transformed and evaluated in terms of $\xi$. Let $\xi_j$ be the midpoint of $S_j$. Suppose we have a Taylor series expansion of $q(\xi)$ about $\xi_j$, that is,

$$q(\xi) = q(\xi_j) + q'(\xi_j)(\xi - \xi_j) + \frac{q''(\xi_j)}{2}(\xi - \xi_j)^2 + \frac{q^{(3)}(\xi_j)}{6}(\xi - \xi_j)^3 + \cdots.$$  \hspace{1cm} (10.17)

Then, if we use (10.17) in (10.16), we have

$$2\pi I_{ij}^q = \int_{-l_j/2}^{l_j/2} \ln|\xi| q(\xi_j) d\xi + \int_{-l_j/2}^{l_j/2} \ln|\xi| q'(\xi_j)(\xi - \xi_j) d\xi$$
$$+ \int_{-l_j/2}^{l_j/2} \ln|\xi| q''(\xi_j) (\xi - \xi_j)^2 d\xi + \cdots,$$  \hspace{1cm} (10.18)

where

$$r(\xi) := ||r_i - r'(\xi)||.$$  

In constant elements BEM, we only use the first term, that is,

$$I_{ij}^q \approx \frac{1}{2\pi} \int_{-l_j/2}^{l_j/2} \ln|\xi| q(\xi_j) d\xi.$$  \hspace{1cm} (10.19)
So we have a truncation error whose principal term is the second term on the right of (10.18). Let us consider the following integral of this term,\[ I_2 := \int_{-l_j/2}^{l_j/2} q'(\xi_j) \ln[r(\xi)](\xi - \xi_j) \, d\xi. \] (10.20)

We note that
\[ r_1 := r(\xi = -l_j/2) \leq r(\xi) \leq r_2 := r(\xi = l_j/2). \] (10.21)

We assume that \( r_1 \) is far enough such that \( r(\xi) \) remains nonzero. The distance \( r(\xi) \) can be expanded about the point \( \xi_j \) as
\[ r(\xi) = r(\xi_j) + r'(\xi_j)(\xi - \xi_j) + O((\xi - \xi_j)^2). \] (10.22)

We introduce the definitions
\[ \rho_0 := r(\xi_j), \]
\[ \rho_1 := r'(\xi_j), \]
so that we can write (10.22) as
\[ r(\xi) = \rho_0 \left( 1 + \frac{\rho_1}{\rho_0}(\xi - \xi_j) \right) + O((\xi - \xi_j)^2). \]

Then
\[ \ln[r(\xi)] = \ln(\rho_0) + \frac{\rho_1}{\rho_0}(\xi - \xi_j) + O((\xi - \xi_j)^2). \]

The integral \( I_2 \) can now be evaluated as
\[ I_2 = \int_{-l_j/2}^{l_j/2} \ln[r(\xi)](\xi - \xi_j) \, d\xi = \int_{-l_j/2}^{l_j/2} \ln(\rho_0)(\xi - \xi_j) \, d\xi \]
\[ + \int_{-l_j/2}^{l_j/2} \left[ \frac{\rho_1}{\rho_0}(\xi - \xi_j) + O((\xi - \xi_j)^2) \right] (\xi - \xi_j) \, d\xi. \] (10.23)

Since we use the midpoint as \( \xi_j \), the first integral on the right of (10.23) is zero so that we remain with
\[ I_2 = \int_{-l_j/2}^{l_j/2} \frac{\rho_1}{\rho_0}(\xi - \xi_j)^2 \, d\xi + O((\xi - \xi_j)^3). \] (10.24)

Then using the mean value theorem,
\[ I_2 \approx \frac{\rho_1}{\rho_0}(\xi - \xi_j)^2 \eta \quad \xi \in (-l_j/2, \ l_j/2). \] (10.25)
For $\xi_j$ a midpoint of $S_j$

$$|\zeta - \xi_j| \leq \frac{l_j}{2}. \quad (10.26)$$

Putting (10.25) and (10.26) together we have

$$|I_2| \leq \frac{l_j^3}{4} |\rho_1/\rho_0|,$$

which is third order in grid size. This shows that constant elements BEM can be expected to be of second order. □

**Theorem 10.2.** The error in linear elements BEM is second order with respect to grid size.

**Proof.** Likewise, we need to show that the local error is third order in grid size. In linear elements, the unknown function is assumed to vary linearly on the element, that is,

$$q(\xi) \approx p_1(\xi) := \alpha_0 + \alpha_1 \xi,$$

where $\alpha_0$ and $\alpha_1$ are constants and $\xi$ a local coordinate on $S_j$. The error in this case is due to the error when we interpolate by an order one polynomial which is given by

$$q(\xi) - p_1(\xi) = \frac{q''(\eta)}{2} (\xi - \xi_0)(\xi - \xi_1), \quad \eta \in (\xi_0, \xi_1).$$

Using this result, the local error in BEM will be

$$E_{s_1} = \frac{1}{4\pi} \int_{-l_j/2}^{l_j/2} \ln|r(\xi)| q''(\eta)(\xi - \xi_0)(\xi - \xi_1) \, d\xi, \quad (10.27)$$

where $\xi_0$ and $\xi_1$ are the interpolation coordinates. Again using the second mean value theorem, we have

$$E_{s_1} \approx \frac{\ln|r(\beta)| q''(\eta)}{4\pi} \int_{-l_j/2}^{l_j/2} (\xi - \xi_0)(\xi - \xi_1) \, d\xi$$

$$= -\frac{l_j^3}{24\pi} \ln|r(\beta)| q''(\eta), \quad (10.28)$$

where $\xi_0 = -l_j/2$, $\xi_1 = l_j/2$ and $\beta$ is an intermediate point. This result shows that linear elements BEM can be expected to be of second order. □
10.3.1. Numerical examples

In this section we will perform numerical experiments to illustrate the above claims about the error. Results show that indeed we obtain second order convergence of the error. Our experiments are performed on a circle which rules out the errors caused by discontinuities at corners in other geometries like a square. It would be a natural choice to work on a unit circle but in our examples we avoid this choice for reasons that will become clear in later sections.

Example 10.3.1. Consider the boundary value problem

\[
\begin{align*}
\nabla^2 u(r) &= 0, \quad r \in \Omega := \{r \in \mathbb{R}^2 : ||r|| \leq 1.2\}, \\
u(r) &= g(r'), \quad r \in \Gamma.
\end{align*}
\]

The boundary condition function \( g(r') \) is chosen such that the exact solution is

\[
q(r') = \frac{(r' - r_s) \cdot n(r')}{||r' - r_s||^2},
\]

where the source point \( r_s = (0.36, 1.8) \) is a fixed point outside \( \Omega \) and \( n(r') \) is the outward normal at \( r' \).

We will use this example to verify the results of theorems 10.1 and 10.2. Since we have the analytic expression for the unknown \( q(r') \) we can compute the global error in (10.7). As we see in Tables 10.1 and 10.2, the results show that indeed the error for both constant and linear elements exhibits second order behaviour.

In Table 10.1, we discretize as in Fig. 10.1 using an inscribed regular polygon of \( N \) sides. We refine by a factor of three because we are using constant elements with the midpoints as nodes and we would like to compute the pointwise error as shown in the second column. For a better

| \( N \) | \( e_j = |q_j^* - \hat{q}_j| \) | \( ||e||_2/\sqrt{N} \) | \( e_j(N)/e_j(3N) \) |
|---|---|---|---|
| 5 | 6.57E-02 | 2.80E-01 | 8.66 |
| 15 | 7.58E-03 | 3.53E-02 | 9.43 |
| 45 | 8.04E-04 | 5.40E-03 | 9.12 |
| 135 | 8.82E-05 | 6.58E-04 | 9.04 |
| 405 | 9.76E-06 | 7.53E-05 | 9.01 |
| 1,215 | 1.08E-06 | 8.45E-06 | 9.00 |
| 3,645 | 1.20E-07 | 9.42E-07 | ||
comparison, we use the same refinement factor for linear elements as well. Both the pointwise error and the median 2-norm of the error show the same trend of error convergence. The pointwise error is computed at the point $r' = (-0.370820, -1.141268)$ on the circle. As we can see from the ratios of consecutive errors, the convergence is second order.

A discretization using arcs instead of rectilinear elements as shown in Fig. 10.2 gives similar results, see Table 10.3.

![A BEM discretisation of a circle using circular arcs.](image)

**Fig. 10.2.** A BEM discretisation of a circle using circular arcs.

### Table 10.2. Errors to the Dirichlet problem (10.29) using linear elements BEM.

| $N$ | $e_j = |q_j^* - \tilde{q}_j|$ | $||e||_2/\sqrt{N}$ | $e_j(N)/e_j(3N)$ |
|-----|-------------------------------|--------------------|-------------------|
| 5   | 1.39E-02                      | 1.29E-01           | 70.1              |
| 15  | 1.98E-04                      | 2.11E-02           | 12.9              |
| 45  | 1.53E-05                      | 4.89E-03           | 10.7              |
| 135 | 1.42E-06                      | 6.07E-04           | 9.6               |
| 405 | 1.47E-07                      | 7.00E-05           | 9.2               |
| 1,215 | 1.59E-08                     | 7.88E-06           | 9.2               |
| 3,645 | 1.72E-09                     | 8.79E-07           | —                 |

### Table 10.3. Errors to Dirichlet problem (10.29) when we use constant elements BEM with circular arc elements.

| $N$ | $|e_j| = |q_j^* - \tilde{q}_j|$ | $||e||_2/\sqrt{N}$ | $e_j(N)/e_j(3N)$ |
|-----|-------------------------------|--------------------|-------------------|
| 5   | 5.54E-03                      | 1.44E-001          | 13.6              |
| 15  | 4.06E-04                      | 1.25E-002          | 10.8              |
| 45  | 3.77E-05                      | 2.55E-003          | 9.6               |
| 135 | 3.94E-06                      | 3.55E-004          | 9.2               |
| 405 | 4.28E-07                      | 4.21E-005          | 9.1               |
| 1,215 | 4.72E-08                     | 4.78E-006          | 9.0               |
| 3,645 | 5.23E-09                     | 5.34E-007          | —                 |
**Example 10.3.2.** Consider the Neumann boundary value problem

\[
\begin{aligned}
\nabla^2 u(r) &= 0, \quad r \in \Omega := \{r \in \mathbb{R}^2 : ||r|| \leq 1.2\}, \\
q(r) &= h(r'), \quad br \in \Gamma.
\end{aligned}
\]  

(10.31)

The boundary condition function \(h(r')\) is chosen such that the exact solution is

\[
u(r') = \log(||r' - r_s||),
\]

(10.32)

where the source point \(r_s = (0.36, 1.8)\) is a fixed point outside \(\Omega\) and \(n(r')\) is the outward normal at \(r'.\) In the implementation, a Dirichlet boundary condition is prescribed at the last node \(j = N\) as a remedy to obtain a well posed problem. So, in actual sense, we solve a mixed boundary problem. We also compute the pointwise and median 2-norm errors and the results are shown in Table 10.4. The convergence behaviour is the same as that for the Dirichlet problem. Both errors show a second order convergence as we can see from the ratios of consecutive errors.

### 10.3.2. A detailed study of local errors

As mentioned earlier, the freedom to choose collocation points for a given discretization suggests that there are several ways to implement the BEM. In this section we survey the possibilities but restrict ourselves to a circular domain.

Suppose we use rectilinear elements to discretize the circle such that the numerical boundary is a polygon like the one shown in Fig. 10.3. Besides, the way we treat the boundary conditions is also very important as we will see in the survey that follows.

In the usual constant elements formulation, the nodes are the midpoints of the elements and also function as the collocation points. For the

| Table 10.4. Errors to the mixed (one Neumann boundary node) problem using constant elements BEM. |
|---|---|---|---|
| \(N\) | \(|e_j| = |u_j^* - \tilde{u}_j|\) | \(||e||_2/\sqrt{N}\) | \(e_j(N)/e_j(3N)\) |
| 5 | 1.39E-01 | 4.66E-01 | 23.5 |
| 15 | 5.92E-03 | 2.25E-02 | 13.0 |
| 45 | 4.55E-04 | 2.88E-03 | 8.7 |
| 135 | 5.24E-05 | 3.27E-04 | 8.9 |
| 405 | 5.89E-06 | 3.65E-05 | 9.0 |
| 1,215 | 6.57E-07 | 4.07E-06 | 9.0 |
| 3,645 | 7.31E-08 | 4.52E-07 |  — |
discretization shown in Fig. 10.3, the numerical boundary does not coincide with the physical boundary and therefore we can talk of exact points \( r_i \) and their numerical representations \( \bar{r}_i \) as shown in Fig. 10.4. Since our goal is to come up with a proper understanding of (local) errors for the BEM, we would like to explore the various possibilities we have to choose the collocation points and nodes. These possibilities are summarized in Table 10.5.

As mentioned earlier, it is important to differentiate between nodal points (the points used to approximate the functions) and the collocation points (the points where the integral equation is applied). Nevertheless, the boundary condition on \( S_i \) shown in Fig. 10.4 is \( u(r_i') \). We consider again the Dirichlet problem, (10.29), and compute errors for some of the numbered cases in the table. Similar to the examples of the previous section, the pointwise error is computed at the point \((-0.370820, -1.141267)\).
Table 10.5. Summary of possibilities on implements of constant elements BEM on a circle.

<table>
<thead>
<tr>
<th>Method</th>
<th>Integration on $S_j$</th>
<th>Integration on $\Gamma_j$</th>
<th>Equation Number</th>
</tr>
</thead>
<tbody>
<tr>
<td>Collocation on $S_j$</td>
<td>$u$ constant</td>
<td>integration of $b$ on $S_j$</td>
<td>(1)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>integration of $A$ on $S_j$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>integration of $A$ on $\Gamma_j$</td>
<td>(2)</td>
</tr>
<tr>
<td></td>
<td>$u$ exact</td>
<td>integration of $b$ on $S_j$</td>
<td>(3)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>integration of $A$ on $S_j$</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td>integration of $A$ on $\Gamma_j$</td>
<td>(4)</td>
</tr>
<tr>
<td>Collocation on $\Gamma_j$</td>
<td>$u$ constant</td>
<td>integration of $b$ on $S_j$</td>
<td>(5)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>integration of $A$ on $\Gamma_j$</td>
<td></td>
</tr>
<tr>
<td></td>
<td>$u$ exact</td>
<td>integration of $b$ on $S_j$</td>
<td>(6)</td>
</tr>
<tr>
<td></td>
<td></td>
<td>integration of $A$ on $\Gamma_j$</td>
<td></td>
</tr>
</tbody>
</table>

Case (1) in Table 10.5 is the traditional constant elements BEM, that is, on $S_j$, $u$ is constant and given by $\bar{u}_j := u(r'_j)$. For the linear system of equations, we have,

$$b_i = -c_i \bar{u}_i - \sum_{j=1}^{N} \int_{S_j} \bar{u}_j \frac{\partial G}{\partial n'}(\bar{r}'_i; r') dS,$$

$$A_{ij} = - \int_{S_j} G(r'_i; r') dS.$$

In case (3) in the table, we have the ‘exact’ right-hand side. But it is not yet really exact because we integrate on $S_j$, and not $\Gamma_j$ thus the boundary function is evaluated on the numerical boundary. The difference now is that we make no assumptions on the given boundary function $u$. That is,

$$b_i = -c_i u(r'_i) - \sum_{j=1}^{N} \int_{S_j} u(r') \frac{\partial G}{\partial n'}(\bar{r}'_i; r') dS,$$

$$A_{ij} = - \int_{S_j} G(r'_i; r') dS.$$

Case (5) is like the traditional BEM but with the integrations carried out on the arcs. The fixed point $i$ is on the arc and the functions $u(r)$ and
$q(r)$ are assumed constant on each element $j$.

$$b_i = -c_i \bar{u}_i - \sum_{j=1}^{N} \int_{\Gamma_j} \bar{u}_j \frac{\partial G}{\partial n}(r'_i; r') \, dS,$$

$$A_{ij} = - \int_{\Gamma_j} G(r'_i; r') \, dS.$$

In case (6) we integrate the exact boundary function $u(r)$ as given. Thus we use 'the exact right-hand side'

$$b_i = -c_i u(r'_i) - \sum_{j=1}^{N} \int_{\Gamma_j} u(r') \frac{\partial G}{\partial n}(r'_i; r') \, dS,$$

$$A_{ij} = - \int_{\Gamma_j} G(r'_i; r') \, dS.$$

We expect that the results of case (3) are better than those of case (1) since case (3) should capture the variation of the boundary function better. For the same reasons, the results of case (6) are expected to be better than those of case (5). Since in cases (5) and (6) the numerical boundary coincides with the physical boundary, the corresponding results should be better than those of cases (1) and (3).

Comparing the results in Tables 10.6 and 10.7, we see that indeed we obtain better results in case (3) than in case (1). The gain is not much in this example and this is because of the smooth variation of the boundary condition function on the large part of the boundary. This also explains the small difference between the results in Tables 10.8 and 10.9. As we expected, the results of cases (5) and (6) are better than those of cases (1) and (3) respectively. We see that the pointwise errors in Table 10.8 are at least one order smaller than those in Table 10.6.

| $N$ | $|e_j| = |q_j^e - \tilde{q}_j|$ | $||e||_2/\sqrt{N}$ |
|-----|-----------------|-----------------|
| 5   | 6.57E-02        | 2.81E-01        |
| 15  | 7.58E-03        | 3.53E-02        |
| 45  | 8.04E-04        | 5.40E-03        |
| 135 | 8.82E-05        | 6.58E-04        |
| 405 | 9.76E-06        | 7.53E-05        |
| 1,215 | 1.08E-06   | 8.45E-06        |
| 3,645 | 1.20E-07   | 9.42E-07        |
10.4. Large Condition Numbers

In all practical applications of the BEM, a linear system needs to be solved eventually. In most cases it is assumed that the condition number of the system matrix is moderate, i.e. the linear system has a unique solution and can be solved accurately. However, it is not very clear if this is always true.

It is known that the condition number of the BEM matrix in potential problems with Dirichlet conditions depends on the size and shape of the domain on which the potential problem is defined. On most domains
the condition number is moderate, but on certain domains the condition number becomes infinitely large.

When the BEM is applied to the Laplace equation with Dirichlet conditions on a circular domain, the condition number of the BEM matrix can be computed analytically.\textsuperscript{13,14} Here, rectilinear elements are used and a constant approximation of the functions at each element. It can be shown that the condition number depends on the radius $R$ of the circle and the number of boundary elements $N$ according to

$$\text{cond}(G) = \max \left( \frac{1}{N}, \frac{|\log R|}{\log 1} \right) \frac{\log R}{\min \left( \frac{1}{N}, \frac{|\log R|}{\log 1} \right)}.$$ \textsuperscript{(10.33)}

This leads to the observation that the condition number is infinitely large when the radius of the circle is equal to one. Hence, the size of the domain affects the condition number of the BEM matrix and, consequently, it also affects the solvability of the linear system. This introduces a remarkable phenomenon: the solvability of a linear system in the BEM depends on the size of the domain.

For the potential problem with Neumann conditions the corresponding BEM matrix is always infinitely large, since this problem is ill-posed, regardless of the size and shape of the domain. The question then arises whether we may expect infinitely large condition numbers when solving potential problems with mixed boundary conditions. In this case, the BEM matrix is a composite matrix, consisting of a number of columns from the Dirichlet BEM matrix, and a number of columns from the Neumann BEM matrix. The first matrix is ill-conditioned on some domains, the latter is ill-conditioned always. It is not clear how this affects the condition number of the composite matrix.

For the Laplace equation with mixed conditions on a circular domain, it is possible to give an estimate for the BEM matrix.\textsuperscript{15} Again, it shows that for the unit circle the condition number is infinitely large. Hence, the mixed problem seems to inherit the solvability problem from the Dirichlet problem.

Figures 10.5 and 10.6 correspond to solving the Laplace equation on a triangular domain and an ellipsoidal domain, respectively. The size of the triangle is characterized by its side length $l$, whereas the ellipse is characterized by the lengths of the semi-axes $a$ and $a/2$. We show the condition numbers for the Dirichlet BEM matrix (squares) and the mixed BEM matrix (circles). For the mixed problem, we set the number of boundary elements with Dirichlet conditions equal to the number of
Fig. 10.5. The condition number of the matrices $A$ (circles) and $G$ (squares), corresponding to the Laplace equation with mixed boundary conditions and Dirichlet boundary conditions, respectively, for a triangular domain.

Fig. 10.6. The condition number of the matrices $A$ (circles) and $G$ (squares), corresponding to the Laplace equation with mixed boundary conditions and Dirichlet boundary conditions, respectively, for an ellipsoidal domain.

boundary elements with Neumann conditions. Again, we see that the condition numbers are infinitely large for certain sizes of the domains. Hence, again the size of the domain influences the solvability of the linear systems in the BEM.

In the next section, we present the theory behind this remarkable phenomenon by studying the boundary integral equations that lay the foundations of the BEM. We show that, regardless of the shape of
the domain, there always exists a particular size of that domain for which the boundary integral equation becomes singular. We also propose a number of strategies to avoid these singularities.

10.5. Condition Numbers in Potential Problems

This section investigates the condition numbers of the system matrices that appear in the BEM when applied to potential problems. We analyse potential problems with Dirichlet and mixed boundary conditions and show that these problems do not always have a unique solution. This happens when the domains on which the potential problems are defined have a logarithmic capacity that is equal to one. We will proceed by introducing the concept of logarithmic capacity.

10.5.1. Logarithmic capacity

To study the uniqueness properties of the Dirichlet and the mixed problem, we need to introduce the notion of logarithmic capacity. We define the energy integral \( I \) by a double integral over a contour \( \Gamma \),

\[
I(q) := \int_{\Gamma} \int_{\Gamma} \log \frac{1}{\|r - r'\|} q(r)q(r')d\Gamma_r d\Gamma_{r'}, \tag{10.34}
\]

and the logarithmic capacity \( C_l(\Gamma) \) is related to this integral by

\[
- \log C_l(\Gamma) := \inf_q I(q). \tag{10.35}
\]

Here, the infimum is taken over all functions \( q \), with the restriction that

\[
\int_{\Gamma} q(r)d\Gamma_r = 1. \tag{10.36}
\]

Let us give a physical interpretation of the logarithmic capacity. For simplicity, let the domain \( \Omega \) be contained in the disc with radius \( 1/2 \). In that case, it can be shown that the integral \( I(q) \) is positive. The function \( q \) can be seen as a charge distribution over a conducting domain \( \Omega \). Faraday demonstrated that this charge will only reside at the exterior boundary of the domain ('cage'), in our case at \( \Gamma \). We normalize \( q \) in such a way that the total amount of charge at \( \Gamma \) is equal to one, cf. condition (10.36). The function

\[
\frac{1}{2\pi} \int_{\Gamma} \log \frac{1}{\|r - r'\|} q(r')d\Gamma_{r'} \equiv (K^*q)(r) \tag{10.37}
\]
is identified as the potential due to the charge distribution \( q \). Note that the integral \( I \) can also be written as

\[
I(q) = 2\pi \int_\Gamma (K_s q)(r)q(r)d\Gamma_r.
\] (10.38)

Hence, \( I \) can be seen as the energy of the charge distribution \( q \). The charge will distribute itself over \( \Gamma \) in such a way that the energy \( I \) is minimized, so the quantity \(-\log C_l(\Gamma)\) is the minimal amount of energy. Hence, the logarithmic capacity \( C_l(\Gamma) \) is a measure for the capability of the boundary \( \Gamma \) to support a unit amount of charge.

For most boundaries the logarithmic capacity is not known explicitly. It is only for a few elementary domains that the logarithmic capacity can be calculated analytically\(^9\); we have listed some in Table 10.10.

There are also some useful properties that help us to determine or estimate the logarithmic capacity.\(^8,16\)

1. If \( \Gamma \) is the outer boundary of a closed bounded domain \( \Omega \), then \( C_l(\Gamma) = C_l(\Omega) \). This agrees with the idea of Faraday’s cage, mentioned above.
2. Denote by \( d_\Gamma \) the Euclidean diameter of \( \Omega \), then \( C_l(\Gamma) \leq d_\Gamma \). Hence, the radius of the smallest circle in which \( \Gamma \) is contained is an upper bound for the logarithmic capacity of \( \Gamma \).
3. If \( \Gamma = \alpha \Gamma_1 \), then \( C_l(\Gamma) = \alpha C_l(\Gamma_1) \). Hence, the logarithmic capacity behaves linearly with respect to scaling and is invariant with respect to translation.
4. If \( \Omega_1 \subset \Omega_2 \), then \( C_l(\Omega_1) \leq C_l(\Omega_2) \).
5. For a convex domain \( \Omega \),

\[
C_l(\Omega) \geq \left( \frac{\text{area}(\Omega)}{\pi} \right)^{1/2}.
\] (10.39)

<table>
<thead>
<tr>
<th>Boundary ( \Gamma )</th>
<th>Logarithmic capacity</th>
</tr>
</thead>
<tbody>
<tr>
<td>circle with radius ( R )</td>
<td>( R )</td>
</tr>
<tr>
<td>square with side ( L )</td>
<td>( \frac{\pi(1+1)^2}{4\pi} L \approx 0.59017 \cdot L )</td>
</tr>
<tr>
<td>ellipse with semi-axes ( a ) and ( b )</td>
<td>( (a + b)/2 )</td>
</tr>
<tr>
<td>interval of length ( a )</td>
<td>( \frac{1}{4a} )</td>
</tr>
<tr>
<td>isosceles right-angled triangle side ( l )</td>
<td>( \frac{3^{3/4}\Gamma(1/4)^2}{2\pi^{3/4}} l \approx 0.476 l )</td>
</tr>
</tbody>
</table>

Table 10.10. The logarithmic capacity of some domains. Note that \( \Gamma(\cdot) \) represents the gamma-function.
If the properties from the list above do not supply accurate enough estimates, the logarithmic capacity can also be approximated numerically with the help of linear programming\textsuperscript{17} or using the BEM-matrices explicitly.\textsuperscript{18}

\subsection*{10.5.2. Dirichlet problem}

We consider the Laplace equation (10.1) with Dirichlet boundary conditions, with corresponding BIE (10.2). For the single layer operator $K^s$ in this BIE we have the following result.

**Theorem 10.3.** There exists a nonzero $q_e$ such that

\[
(K^s q_e)(r) = -\frac{1}{2\pi} \log C_l(\Gamma), \quad r \in \Gamma. \tag{10.40}
\]

**Sketch of proof.** In the following, we briefly present the major steps in the proof of the theorem.\textsuperscript{8,19,20} We observe that the energy integral (10.34) takes values $-\infty < I(q) \leq \infty$. If the infimum of the energy integral is infinitely large, then by definition the logarithmic capacity is equal to zero. Suppose that $C_l(\Gamma) > 0$ and thus $-\infty < I(q) < \infty$. It is proven in Hille\textsuperscript{8} (p. 282) that for each boundary $\Gamma$, there exists a unique minimizer $q_e$ of $I(q)$, i.e.

\[
I(q_e) = \inf_q I(q) = -\log C_l(\Gamma) \text{ with } \int_{\Gamma} q_e(r)d\Gamma_r = 1. \tag{10.41}
\]

For the minimizer $q_e$, the following result in Hille\textsuperscript{8} (p. 287) is proven. Let $\Gamma$ be the boundary of a closed bounded domain with positive logarithmic capacity and a connected complement. Then $2\pi K^s q_e \leq -\log C_l(\Gamma)$ in the whole plane and $2\pi K^s q_e = -\log C_l(\Gamma)$ at $\Gamma$, except possibly for a subset which has zero logarithmic capacity.

Theorem 10.3 leads to the following result.

**Corollary 10.1.** If $C_l(\Gamma) = 1$, there exists a nonzero $q_e$ such that $K^s q_e = 0$.

Thus in the specific case that $C_l(\Gamma) = 1$, the single layer operator $K^s$ admits an eigenfunction $q_e$ with zero eigenvalue. Hence, $K^s$ is not positive definite and the Dirichlet problem does not have a unique solution.

If the BIE does not have a unique solution, we may expect that its discrete counterpart, the linear system, also does not have a unique solution.
That is, the linear system is singular, or at least ill-conditioned. This is reflected by the condition number of the system matrix, as shown in Figs. 10.5 and 10.6. Here, the condition number of the BEM matrix is plotted for two problems: the Laplace equation with Dirichlet conditions on a triangular and an ellipsoidal domain. The triangle is an isosceles right-angled triangle with sides of length $l$. For such a triangle the logarithmic capacity is given by

$$C_l\text{(triangle)} = \frac{3^{3/4} \Gamma^2(1/4)}{2^{7/2} \pi^{3/2}} \approx 0.476 l. \quad (10.42)$$

This implies that the condition number will be large when the scaling parameter $l$ is close to the critical scaling $l^* := 1/0.476 \approx 2.1$. The ellipse has semi-axes of length $a$ and $a/2$, which has a logarithmic capacity equal to $3a/4$. Hence, we may expect a large condition number when the scaling parameter $a$ is close to $a^* := 4/3$. We observe that the condition number for the Dirichlet case (solid line) is indeed infinitely large for these two critical scalings.

If we rescale the domain such that the Euclidean diameter is smaller than one, then the second property in Section 10.5.1 shows us that the logarithmic capacity will also be smaller than one. In this way we can guarantee a unique solution of the BIE and thus a low condition number.

Recall that the non-trivial solution $q_e$ of the homogeneous BIE $K^*q = 0$ has a contour integral equal to 1. At the same time we realize that a solution $q$ of $K^*q = 0$ has to satisfy

$$\int_{\Gamma} q d\Gamma = \int_{\Omega} \Delta u d\Omega = 0, \quad (10.43)$$

where we make use of Gauss’ theorem. By supplementing this requirement for $q$ to the BIE, we exclude the possibility that $q_e$ is a solution of the homogeneous BIE. This provides a second strategy to ensure unique solutions of the BIE.

A third option to guarantee a unique solution is to adjust the integral operator $K^*$. Note that the function $G_{\alpha}$,

$$G_{\alpha}(r; r') := \frac{1}{2\pi} \log \frac{\alpha}{\|r - r'\|}, \quad \alpha \in \mathbb{R}^+, \quad (10.44)$$

is also a fundamental solution for the Laplace operator. The corresponding single layer potential reads

$$K_{\alpha}^* q := \frac{1}{2\pi} \int_{\Gamma} \log \frac{\alpha}{\|r - r'\|} q(r') d\Gamma_{r'} = K^* q + \frac{\log \alpha}{2\pi} \int_{\Gamma} q d\Gamma. \quad (10.45)$$
For the minimizer $q_e$ we get
\begin{align*}
K_\alpha^s q_e &= K_\alpha^s q_e + \log \frac{\alpha}{2\pi} \int_\Gamma q_e d\Gamma = -\frac{1}{2\pi} \log C_1(\Gamma) + \frac{1}{2\pi} \log \alpha \\
&= \frac{1}{2\pi} \log \frac{\alpha}{C_1(\Gamma)}.
\end{align*}
(10.46)

This is only equal to zero if $\alpha = C_1(\Gamma)$. We may choose for $\alpha$ any positive real number unequal to $C_1(\Gamma)$ and obtain $K_\alpha^s q_e \neq 0$. In that case, $q_e$ is no longer an eigenfunction of the single layer potential operator with zero eigenvalue. Hence, the BIE (10.2) with Dirichlet conditions is uniquely solvable if $K_\alpha^s$ is replaced by $K_\alpha^s$.\textsuperscript{19,21} The advantage of this procedure is that we do not need to rescale the domain or add an extra equation. Furthermore, we do not need to know the logarithmic capacity explicitly: a rough estimate of the capacity suffices to choose $\alpha$ such that $\alpha \neq C_1(\Gamma)$.

There are also ways to ensure a unique solution of the BIE for the Laplace equation that can be used without having to know the logarithmic capacity. For instance, adding an extra collocation node at the interior or exterior of the domain can change the BIE in such a way that it is not singular any longer\textsuperscript{22}; although this does depend on the location of the extra collocation node. Another option is to use the hypersingular formulation of the BIE.\textsuperscript{23} The hypersingular BIE is the normal derivative of the standard BIE and does not involve the single layer operator. As a consequence, the BIE does not become singular at certain domains.

10.5.3. Mixed problem

We consider the Laplace equation with mixed boundary conditions,
\begin{align*}
\nabla^2 u &= 0, \quad r \in \Omega, \\
u &= \tilde{u}, \quad r \in \Gamma_1, \\
q &= \tilde{q}, \quad r \in \Gamma_2,
\end{align*}
(10.47)
where $\Gamma = \Gamma_1 \cup \Gamma_2$. To investigate this boundary value problem we have to rewrite the BIE in (10.2). For $i = 1, 2$, we introduce the functions $u_i := u|_{\Gamma_i}$ and $q_i := q|_{\Gamma_i}$, and the boundary integral operators
\begin{align*}
(K_\alpha^s q)(r) &:= \int_{\Gamma_i} G(r; r') q(r') d\Gamma_{r'}, \quad r \in \Gamma, \quad \text{(10.48a)} \\
(K_\alpha^d u)(r) &:= \int_{\Gamma_i} \frac{\partial}{\partial n_y} G(r; r') u(r') d\Gamma_{r'}, \quad r \in \Gamma. \quad \text{(10.48b)}
\end{align*}
Note that the boundary conditions in (10.47) provide \( u_1 = \tilde{u} \) and \( q_2 = \tilde{q} \). By distinguishing \( r \in \Gamma_1 \) and \( r \in \Gamma_2 \), we write (10.2) as a system of two BIEs,

\[
K_d^2 u_2 - K_s^2 q_1 = K_d^2 \tilde{q} - \frac{1}{2} \tilde{u} - K_s^2 \tilde{u}, \quad r \in \Gamma_1,
\]

\[
\frac{1}{2} u_2 + K_d^2 u_2 - K_s^1 q_1 = K_d^2 \tilde{q} - K_s^1 \tilde{u}, \quad r \in \Gamma_2.
\]

In this system, all prescribed boundary data are at the right-hand side of the equations.

**Theorem 10.4.** If \( C_l(\Gamma) = 1 \), the homogeneous equations of (10.49a) and (10.49b) have a non-trivial solution pair \((q_1, u_2)\).

**Sketch of proof.** We have to find a non-trivial pair of functions \((q_1, u_2)\) such that the left-hand sides of (10.49a) and (10.49b) are equal to zero when \( C_l(\Gamma) = 1 \). It can be shown that such a pair of functions exists by using information from the Dirichlet problem.

Theorem 10.4 tells us that the BIE for the mixed problem does not have a unique solution when \( C_l(\Gamma) = 1 \), i.e. the BIE is singular. Moreover the division of \( \Gamma \) into a part \( \Gamma_1 \) with Dirichlet conditions and a part \( \Gamma_2 \) with Neumann conditions does not play a role in this. It does not make a difference whether we take \( \Gamma_1 \) very small or very large; the singular BIE relates solely to the whole boundary \( \Gamma \).

In Figs. 10.5 and 10.6, we observe that indeed the condition number for the mixed problems is infinitely large at (almost) the same scalings as for the Dirichlet problems, agreeing with the theory. The small difference that is present is caused by numerical inaccuracies due to the discretization.

To guarantee a unique solution for the mixed problem, we have the same options as for the Dirichlet problem. The simplest remedy is to rescale the domain, thus avoiding a unit logarithmic capacity. A second option is to demand that the function \( q \) have a zero contour integral. Since part of \( q \) is already prescribed, this yields the following condition for the unknown part of \( q \),

\[
\int_{\Gamma_1} q_1 d\Gamma = - \int_{\Gamma_2} \tilde{q} d\Gamma.
\]

As a last option to obtain nonsingular BIEs, we can also replace the single layer operator \( K^s \) by \( K^s_\alpha \) (see Section 10.5.2).
10.6. Condition Numbers in Flow Problems

The Laplace equation and the Stokes equations have at least one thing in common: the Laplace operator appears in both equations. As we have seen in the previous section, the Laplace equation may lead to a singular BIE for certain critical domains. The question arises whether this is also the case for the equations in viscous flow problems: can the corresponding BIEs become singular on certain critical domains?

In this section, we study the BIEs following from the Stokes equations. In particular, we focus on the eigenvalues of the integral operators. It is shown that for certain critical domains these integral operators admit zero eigenvalues. Hence, again we find that the BIEs become singular for a number of critical domains.

For the Laplace equation, it is possible to \textit{a priori} determine the critical domains. For a number of simple domains, the logarithmic capacity can be used to exactly compute the critical size. For more involved domains, the logarithmic capacity can be used to estimate the critical size of the domain. Unfortunately, the critical domains for the Stokes equations do not coincide with the critical domains for the Laplace equations. Hence, we cannot use the logarithmic capacity to \textit{a priori} determine the critical domains on which the BIEs for Stokes equations become singular. It is only by numerical experiments that we can distinguish the critical domains.

Let $\Omega$ be a two-dimensional simply-connected domain with a piece-wise smooth boundary $\Gamma$. The Stokes equations for a viscous flow in $\Omega$ read

\begin{align*}
\nabla^2 \mathbf{v} - \nabla p &= 0, \\
\nabla \cdot \mathbf{v} &= 0,
\end{align*}

(10.51)

where $\mathbf{v}$ is the velocity field of the fluid and $p$ its pressure. Let $\Gamma$ be divided into a part $\Gamma_1$ on which the velocity $\mathbf{v}$ is prescribed, and a part $\Gamma_2$ on which the pressure $p$ is prescribed, $\Gamma = \Gamma_1 \cup \Gamma_2$. Hence, the Stokes equations are subject to the boundary conditions

\begin{align*}
\mathbf{v} &= \mathbf{v}_0, & r \in \Gamma_1, \\
p &= p_0, & r \in \Gamma_2.
\end{align*}

(10.52)

Either $\Gamma_1$ or $\Gamma_2$ can be empty, leading to a purely Neumann or Dirichlet problem, respectively. The Stokes equations in differential form can be
transformed to a set of two BIEs:

\[
\frac{1}{2} v_i(r) + \int_{\Gamma} q_{ij}(r, r') v_j(r') d\Gamma_{r'} = \int_{\Gamma} u_{ij}(r, r') b_j(r') d\Gamma_{r'} , \quad r \in \Gamma , \quad i = 1, 2. \tag{10.53}
\]

Here, a repeated index means summation over all possible values of that index. The vector function \( b \) is the normal stress at the fluid boundary,

\[
b := \sigma(p, v) n, \tag{10.54}
\]

with \( n \) being the outward unit normal at the boundary and the stress tensor \( \sigma \) being defined by

\[
\sigma_{ij}(p, v) := -p \delta_{ij} + \left( \frac{\partial v_i}{\partial x_j} + \frac{\partial v_j}{\partial x_i} \right). \tag{10.55}
\]

Hence, the boundary integral formulation involves two variables: the velocity \( v \) and the normal stress \( b \). In correspondence to (10.52), at each point of the boundary either \( v \) or \( b \) is prescribed:

\[
v = \tilde{v}, \quad r \in \Gamma_1 ,
\]

\[
b = -\tilde{p} n , \quad r \in \Gamma_2. \tag{10.56}
\]

The kernels \( u_{ij} \) and \( q_{ij} \) in the integral operators are defined as

\[
q_{ij}(r, r') := \frac{1}{\pi} \frac{(x_i - y_i)(x_j - y_j)(x_k - y_k)n_k}{\|r - r'\|^4},
\]

\[
u_{ij}(r, r') := \frac{1}{4\pi} \left\{ \delta_{ij} \log \frac{1}{\|r - r'\|} + \frac{(x_i - y_i)(x_j - y_j)}{\|r - r'\|^2} \right\}. \tag{10.57}
\]

for \( i, j = 1, 2 \). We introduce boundary integral operators,

\[
(\mathcal{G} \varphi)(r) := \int_{\Gamma} u_{ij}(r, r') \varphi_j(r') d\Gamma_{r'},
\]

\[
(\mathcal{H} \psi)(r) := \int_{\Gamma} q_{ij}(r, r') \psi_j(r') d\Gamma_{r'}, \tag{10.58}
\]

which enables us to write (10.53) as

\[
\left( \frac{1}{2} \mathcal{T} + \mathcal{H} \right) v = \mathcal{G} b. \tag{10.59}
\]

The operators \( \mathcal{G} \) and \( \mathcal{H} \) are called the single and double layer operator for the Stokes equations. For the Dirichlet problem, the velocity \( v \) at the
boundary is given ($\Gamma_2 = \emptyset$) and we would like to reconstruct the normal stress $b$ at the boundary. To this end, we need to invert the operator $G$. This can only be done when all eigenvalues of $G$ are unequal to zero. In this section we investigate the conditions under which $G$ admits a zero eigenvalue.

For the mixed problem, the velocity at $\Gamma_1$ is prescribed and the normal stress at $\Gamma_2$ is prescribed. We would like to reconstruct the unknown velocity at $\Gamma_2$ and the unknown normal stress at $\Gamma_1$. After rearranging known and unknown terms (see Section 10.6.2) we again need to invert a boundary integral operator. This can only be done when all eigenvalues of the operator are unequal to zero. We will show that zero eigenvalues occur under the same conditions as for the Dirichlet problem.

### 10.6.1. Flow problems with dirichlet boundary conditions

In this subsection, we study the solvability of the BIE (10.59) with Dirichlet conditions on a piece-wise smooth closed boundary $\Gamma$. We search for eigenfunctions $b$ of the boundary integral operator $G$ with zero eigenvalue, hence $Gb = 0$. If such eigenfunctions exist, the boundary integral operator $G$ is not invertible and the integral equation (10.59) is not uniquely solvable. First, we show that at least one such eigenfunction with zero eigenvalue exists.

**Theorem 10.5.** For any smooth boundary $\Gamma$, the outward unit normal $n(r)$ is an eigenfunction of the boundary integral operator $G$ with eigenvalue zero.

**Proof.** The $i$-th component of $Gn$ equals

$$
(Gn)_i = \int_\Gamma u_{ij}(r, r')n_j(r')d\Gamma',
$$

$$
= \frac{1}{4\pi} \int_\Gamma \delta_{ij} \log \frac{1}{||r - r'||} + \frac{(x_i - y_i)(x_j - y_j)}{||r - r'||^2} \left. n_j(r')d\Gamma',
$$

$$
= \frac{1}{\pi} \int_\Omega \frac{\partial}{\partial x_j} \left[ \delta_{ij} \log \frac{1}{||r - r'||} + \frac{(x_i - y_i)(x_j - y_j)}{||r - r'||^2} \right] d\Omega_y
$$

$$
= -\int_\Omega \frac{\partial}{\partial x_j} u^j_i d\Omega_y = -\int_\Omega \nabla \cdot u_i^j d\Omega = 0. \quad (10.60)
$$

Here, the vector $u^j_i$ is the velocity due to a Stokeslet, i.e. the velocity field induced by a point force in the $e_i$-direction. This velocity field satisfies the incompressibility condition $\nabla \cdot u^j_i = 0$. 

□
In the sequel to this section, we assume that the solutions of the Dirichlet problem (10.59) are sought in a function space that excludes the normal. Hence, the eigenfunctions \( b \) of \( \mathcal{G} \) we are looking for are perpendicular to \( n \).

We now show that for each boundary \( \Gamma \) there exist (at most) two critical scalings of the boundary such that the operator \( \mathcal{G} \) in the Dirichlet problem (10.59) is not invertible. This phenomenon has been observed and proven, and we will partly present the analysis here. The scaling for which the operator \( \mathcal{G} \) is not invertible is called a critical scaling, and the corresponding boundary a critical boundary. The domain that is enclosed by the critical boundary is referred to as the critical domain.

**Theorem 10.6.** For all given functions \( f \) and constant vectors \( d \) the system of equations

\[
\begin{align*}
\mathcal{G}b + c &= f, \\
\int_{\Gamma} b d\Gamma &= d,
\end{align*}
\]

has a unique solution pair \((b, c)\), where \( b \) is a function and \( c \) is a constant vector.

**Sketch of proof.** The main idea is to show that the operator that maps the pair \((b, c)\) to the left-hand side of (10.61) is an isomorphism.26

We proceed by introducing the two unit vectors \( e_1 = [1, 0]^T \) and \( e_2 = [0, 1]^T \). Theorem 10.6 guarantees that two pairs \((b^1, c^1)\) and \((b^2, c^2)\) exist that are the unique solutions to the two systems

\[
\begin{align*}
\mathcal{G}b^1 + c^1 &= 0, \\
\int_{\Gamma} b^1 d\Gamma &= e_1, \\
\mathcal{G}b^2 + c^2 &= 0, \\
\int_{\Gamma} b^2 d\Gamma &= e_2.
\end{align*}
\]

We define the matrix \( C_\Gamma \) as \( C_\Gamma := [c^1 | c^2] \).

**Theorem 10.7.** If \( \det(C_\Gamma) = 0 \), then the operator \( \mathcal{G} \) is not invertible.

**Proof.** Suppose that \( \det(C_\Gamma) = 0 \), then the columns \( c^1 \) and \( c^2 \) are dependent, say \( c^1 = \alpha c^2 \) for some \( \alpha \in \mathbb{R} \), \( \alpha \neq 0 \). In that case

\[
0 = (\mathcal{G}b^1 + c^1) - \alpha (\mathcal{G}b^2 + c^2)
= \mathcal{G}(b^1 - \alpha b^2) + \alpha c^2 - \alpha c^2
= \mathcal{G}(b^1 - \alpha b^2).
\]

(10.63)
The function $b^1 - \alpha b^2$ cannot be equal to zero, since this requires $\int_\Gamma (b^1 - \alpha b^2) d\Gamma$ to be equal to zero, while we have

$$\int_\Gamma (b^1 - \alpha b^2) d\Gamma = e_1 - \alpha e_2 \neq 0.$$  

(10.64)

So $b^1 - \alpha b^2$ is an eigenfunction of $\mathcal{G}$ with zero eigenvalue. This eigenfunction cannot be equal to the normal $n$, since $n$ also requires $\int_\Gamma n d\Gamma = 0$. □

Corollary 10.2. There are (at most) two critical scalings of the domain $\Gamma$ for which the operator $\mathcal{G}$ is not invertible.

Proof. We rescale the domain $\Gamma$ by a factor $a$, i.e. $\Gamma \rightarrow a \Gamma$. With the definition of the operator $\mathcal{G}$, it can be shown that

$$\mathcal{G} b \rightarrow \mathcal{G}^a b := -\frac{1}{4\pi} \int_\Gamma a \log a \, b d\Gamma + a \mathcal{G} b. \quad (10.65)$$

Then the two systems in (10.62) change into

$$\begin{cases}
a \mathcal{G} b^j + c^j - \frac{1}{4\pi} \int_\Gamma a \log a \, b^j d\Gamma = 0, \\
a \int_\Gamma b^j d\Gamma = e_j, \quad j = 1, 2.
\end{cases} \quad (10.66)$$

In defining $b^j_a := a b^j$ for $j = 1, 2$, we obtain

$$\begin{cases}
\mathcal{G} b^j_a + c^j - \frac{1}{4\pi} \int_\Gamma \log a \, b^j_a d\Gamma = 0, \\
\int_\Gamma b^j_a d\Gamma = e_j, \quad j = 1, 2.
\end{cases} \quad (10.67)$$

Substituting the second equation into the first equation, we get

$$\begin{cases}
\mathcal{G} b^j_a + c^j - \frac{1}{4\pi} \log a \, e_j = 0, \\
\int_\Gamma b^j_a d\Gamma = e_j, \quad j = 1, 2.
\end{cases} \quad (10.68)$$

These systems have the same form as the original systems in (10.62), except for the change $c^j \rightarrow c^j - \frac{1}{4\pi} \log a \, e_j$ for $j = 1, 2$. Define the new matrix $\mathbf{C}_{a\Gamma}$ by

$$\mathbf{C}_{a\Gamma} := \mathbf{C}_{\Gamma} - \frac{1}{4\pi} \log a \, \mathbf{I}_2, \quad (10.69)$$

then $\mathcal{G}^a$ is not invertible when $\det(\mathbf{C}_{a\Gamma}) = 0$. Hence, when $\frac{1}{4\pi} \log a$ is an eigenvalue of $\mathbf{C}_{\Gamma}$, the operator $\mathcal{G}^a$ is not invertible. This implies that when $\mathbf{C}_{\Gamma}$ has two distinct eigenvalues, there are two critical scalings $a$ for which $\mathcal{G}^a$ is not invertible. If $\mathbf{C}_{\Gamma}$ has one eigenvalue with double multiplicity these critical scalings coincide. □
The result of corollary 10.2 shows that the BIEs for the Dirichlet Stokes equations become singular for certain sizes of the domain. As a consequence, the equations are not uniquely solvable. This solvability problem is an artifact of the boundary integral formulation: the Stokes equations in differential form always have a unique solution. In the previous section, a similar phenomenon was observed for the Laplace equation with Dirichlet conditions; in its differential form, the problem is well-posed, while the corresponding BIE is not solvable at critical boundaries.

For the Laplace equation, the critical scaling is related to the logarithmic capacity of the domain. By calculating or estimating the logarithmic capacity one can determine or estimate the critical domains without computing BEM matrices and evaluating their condition numbers. It is this \textit{a priori} information that allows us to modify the standard BEM formulation such that the BIE becomes uniquely solvable.

For the Stokes equations, there does not exist an equivalent to the logarithmic capacity. Hence we cannot \textit{a priori} determine the critical domains. One way to determine the critical domains is by computing the BEM-matrices and evaluating their condition numbers. If the condition number jumps to infinity for a certain domain, then this domain is a critical domain. Hence, this strategy requires the solution of many BEM problems.

Another possibility for determining the critical domains is by solving the systems in (10.62). This yields the matrix $C_{\Gamma}$ and, subsequently, the matrix $C_{a\Gamma}$. By calculating the eigenvalues of the latter matrix, the critical scalings can be found. Again, we have to solve two non-standard BEM problems to compute the critical scalings.

\textbf{Remark.} The BIEs for the Stokes flow in 2D are similar to the equations for plane elasticity. Hence, the BIEs for the latter equations suffer from the same solvability problems as the Stokes equations. A proof of this phenomenon for plane elasticity is found in the literature\textsuperscript{27} and is similar to the proof sketched above.

\textbf{10.6.2. Flow problems with mixed boundary conditions}

In the previous subsection, we showed that the boundary integral operator $\mathcal{G}$ for the Dirichlet Stokes equations is not invertible for all domains. In this subsection, we will show that this phenomenon extends to the Stokes equations with mixed boundary conditions.
The starting point is again the BIE for the Stokes equations,
\[ \frac{1}{2} v + \mathcal{H} v = \mathcal{G} b, \quad \text{at } \Gamma. \]  
(10.70)

Suppose that the boundary \( \Gamma \) is split into two parts, \( \Gamma = \Gamma_1 \cup \Gamma_2 \). On \( \Gamma_1 \), we prescribe the velocity \( v^1 \) while the normal stress \( b^1 \) is unknown. On \( \Gamma_2 \), we prescribe the normal stress \( b^2 \) while the velocity \( v^2 \) is unknown. The boundary integral operators \( \mathcal{G} \) and \( \mathcal{H} \) are split accordingly,
\[
[\mathcal{G} b]^i = \int_\Gamma u_{ij} b_j d\Gamma = \int_{\Gamma_1} u_{ij} b^1_j d\Gamma + \int_{\Gamma_2} u_{ij} b^2_j d\Gamma =: [\mathcal{G}^1 b]^i + [\mathcal{G}^2 b]^i, \\
[\mathcal{H} v]^i = \int_\Gamma q_{ij} v_j d\Gamma = \int_{\Gamma_1} q_{ij} v^1_j d\Gamma + \int_{\Gamma_2} q_{ij} v^2_j d\Gamma =: [\mathcal{H}^1 v]^i + [\mathcal{H}^2 v]^i. 
\]
(10.71)

With these notations, the BIE is written in the following way:
\[
\frac{1}{2} v^k + \mathcal{H}^1 v^1 + \mathcal{H}^2 v^2 = \mathcal{G}^1 b^1 + \mathcal{G}^2 b^2, \quad \text{at } \Gamma_k, \quad k = 1, 2. 
\]
(10.72)

We arrange the terms in such a way that all unknowns are at the left-hand side and all knowns are at the right-hand side,
\[
\mathcal{H}^2 v^2 - \mathcal{G}^1 b^1 = \mathcal{G}^2 b^2 - \mathcal{H}^1 v^1 - \frac{1}{2} v^1, \quad \text{at } \Gamma_1, \\
\frac{1}{2} v^2 + \mathcal{H}^2 v^2 - \mathcal{G}^1 b^1 = \mathcal{G}^2 b^2 - \mathcal{H}^1 v^1, \quad \text{at } \Gamma_2. 
\]
(10.73)

Now we can define an operator \( A \) that assigns to the pair \( (b^1, v^2) \) the two functions at the left-hand side of (10.73),
\[
\begin{bmatrix} b^1 \\ v^2 \end{bmatrix} \overset{A}{\longrightarrow} \begin{bmatrix} \mathcal{H}^2 v^2 - \mathcal{G}^1 b^1 \\ \frac{1}{2} v^2 + \mathcal{H}^2 v^2 - \mathcal{G}^1 b^1 \end{bmatrix} 
\]
(10.74)

To study the invertibility of this operator, we need to study the homogeneous version of the eqs in (10.73),
\[
\mathcal{H}^2 v^2 - \mathcal{G}^1 b^1 = 0, \quad \text{at } \Gamma_1, \\
\frac{1}{2} v^2 + \mathcal{H}^2 v^2 - \mathcal{G}^1 b^1 = 0, \quad \text{at } \Gamma_2. 
\]
(10.75)

**Theorem 10.8.** There are (at most) two scalings of \( \Gamma \) such that the homogeneous eqs in (10.75) have a non-trivial solution, i.e. \( A \) is not invertible.
Sketch of proof. We have to find a non-trivial pair of functions \((b_1, v_2)\) such that the left-hand sides of (10.75) are equal to zero when \(C_l(\Gamma) = 1\). Similar to the Laplacian case, it can be shown that such a pair of functions exists by using information from the Dirichlet problem.\(^{\text{28}}\)

This result shows that the BIE for the Stokes equations with mixed boundary conditions may also become singular. This happens for the same critical boundaries as for the Stokes equations with Dirichlet boundary conditions. Hence, the mixed problem inherits the singularities from the Dirichlet problem. The division of the boundary into a Dirichlet and a Neumann part does not play a role in this.

Note that the Laplace equation exhibits the same behaviour. The boundary integral equation for the Laplace equation with mixed boundary conditions also inherits the solvability problems from the BIE for the Dirichlet case.\(^{\text{11}}\)

10.6.3. Numerical examples

To solve the BIEs (10.59), the boundary \(\Gamma\) is discretized into a set of \(N\) linear elements. At each element, the velocity \(v\) and normal stress \(b\) are approximated linearly. In this way, the BIEs are transformed into a linear system of algebraic equations. (For details about the discretization, refer to any BEM handbook.\(^{\text{29,30}}\)) We introduce vectors \(v\) and \(b\) of length \(2N\) containing the coefficients of \(v\) and \(b\) at the nodal points. Then the system of equations can be written in short-hand notation as

\[
G b = \left( \frac{1}{2}I + H \right) v.
\]  

(10.76)

Here, \(G\) and \(H\) are the discrete counterparts of the single and double layer operator.

If the boundary integral operator \(G\) is not invertible, then its discrete counterpart, the matrix \(G\), is ill-conditioned. To visualize this, we compute the condition number of \(G\): if the condition number is infinitely large, then the matrix is not invertible. As a consequence, the linear system (10.76) is singular and cannot be solved for arbitrary right-hand side vectors. If the condition number is bounded but very large, then the problem (10.76) is still difficult to solve accurately.

In the following examples, we construct the matrix \(G\) for a certain boundary \(\Gamma\) and compute the condition number of this matrix. Then
we rescale the boundary $\Gamma$ by a factor $a$, i.e. $\Gamma \rightarrow a\Gamma$. Again, we compute the condition number of the matrix $G$. We do this for several values of the scaling parameter $a$. According to the theory in the previous sections, there are two critical scalings for which the integral operator $\mathcal{G}$ is not invertible. For these two scalings the matrix $G$ is not invertible, or at least very ill-conditioned. Hence, we expect that the condition number of $G$ will jump to infinity at these two scalings. The scaling for which such large condition numbers appear is called a critical scaling and has, ideally, the same value as the critical scaling defined for the BIE in the previous section. However, due to the discretization of the equations, the critical scaling for the discrete problem may be slightly different from the critical scaling for the BIE. In the limit $N \rightarrow \infty$ these differences vanish.

As the results for the Dirichlet and mixed problems are similar, we do not present any examples for the mixed case here.

**Example 10.6.1.** In Fig. 10.7, we show the condition number as a function of the scale $a$. We do this for an ellipse (ellipse 1) with aspect ratio 0.4 and for an ellipse (ellipse 2) with aspect ratio 0.7. We observe that for both cases two critical scalings exist for which the condition number goes to infinity. Moreover, these critical scalings differ significantly for the two ellipses. For ellipse 1, we find critical scalings 1.9 and 2.9 approximately, while for ellipse 2 we find 1.8 and 2.1. Hence the shape of the ellipse, i.e. its aspect ratio, greatly influences the values of the critical scalings.

![Fig. 10.7. Condition number of $G$ for an ellipsoidal domain with aspect ratios 0.4 and 0.7 as a function of scaling parameter $a$.](image-url)
Figure 10.8 visualizes all ellipses for which the condition number of $G$ is very large, i.e. all critical ellipses with different aspect ratios. At the horizontal axis is the length $a$ of the horizontal semi-axis of the ellipse, at the vertical axis is the length $b$ of the vertical semi-axis of the ellipse. We compute the condition number of $G$ for several values of $a$ and $b$. We call the values of $a$ and $b$ for which the condition number goes to infinity the critical sizes and the corresponding ellipse the critical ellipse. At the critical sizes we plot a dot in the $(a, b)$-plane of Fig. 10.8. We see that the critical sizes lie on two curved lines, which are symmetric around the line $a = b$. It can be concluded that for an ellipse with fixed aspect ratio $d := a/b \neq 1$, two critical sizes exist. For a circle, where $d = 1$, only one critical size exists. The values corresponding to this critical size are approximately $a = b = 1.65$, which agrees with the critical scale $\exp(1/2) \approx 1.649$ that can be derived analytically.\footnote{28}

10.7. Discussion

In this chapter, we have looked at the fundamental causes of error in the BEM and provided expressions for local errors. A proper definition of error will be at the core of any adaptive grid refinement strategy. We have shown that the local error for both constant and linear elements is of quadratic order. This is confirmed by the results in Tables 10.1 to 10.3. These results plus those in Table 10.4 show that this error behaviour holds for Dirichlet
as well as Neumann problems. These findings provide an informed guide for choosing meshing strategies. Comparing the results of Tables 10.6 and 10.7 and those of Tables 10.8 and 10.9 shows that the exact treatment of boundary conditions as we explained leads to more accurate results. This will be particularly important in problems with localized regions of high variations in the boundary condition where we need to capture the high activity.

The value of the condition number of BEM matrices, apart from the number of boundary elements and problem type, depends on the size and shape of the domain. Critical domains exist for which the condition numbers are infinitely large. For such domains, the corresponding linear systems are singular and any resulting BEM solution is not unique. This phenomenon, whereby the size and shape of the domain affect the solvability, is a typical two-dimensional problem. In three dimensions this does not occur. The core of the phenomenon is the logarithmic term in the 2D fundamental solution for the differential operators that transforms a scaling of the domain into an additive term. In three dimensions, such a logarithmic term does not appear in the fundamental solution.

We have presented a number of strategies to avoid critical domains, which can be implemented easily in existing BEM codes. This will guarantee the uniqueness of the BEM solutions for domains of all sizes and shapes.

For potential problems, one can a priori determine or estimate the critical domains on which the condition number of the BEM matrix is infinitely large. This is achieved by exploiting the concept of logarithmic capacity. Unfortunately, we cannot use this strategy to determine or estimate the critical domains for flow problems, since an equivalent concept of the logarithmic capacity for flow problems does not yet exist.

In this chapter, we have shown that critical domains exist for potential problems and flow problems, and at the same time critical domains occur when solving the biharmonic equation with the BEM. The question arises whether critical domains exist for a broader class of boundary value problems. To the authors’ knowledge this is still an open question.
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