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ABSTRACT

Deaf and hard of hearing people use sign language to communicate. People around mute and deaf people have difficulty 
communicating with each other if they do not understand sign language. This problem has prompted many researchers 
to conduct studies on sign language translation. However, there is a lack of compilation of SLR on this topic. Therefore, 
this paper aims to provide a thorough literature review of previous studies on sign language to text translation based on 
the vision method. PRISMA (Preferred Reporting Items to writing a standard Systematic Review and Meta-Analyses) is 
used in this systematic review. Two primary databases, Web of Science and Scopus, have been used to search for relevant 
articles and resources included in this systematic literature review. Based on the outcome of the systematic review of the 
topic, the primary studies on sign language translation systems were conducted using self-generated datasets more than 
public datasets. More static action sign language was studied compared to dynamic action sign language. For the type 
of recognition, more alphabet sign language was studied compared to digit, word, or sentence sign language. Other than 
that, most studies used digital cameras rather than Microsoft Kinect or a webcam. The most used classification method 
was Convolution Neural Network (CNN). The study is intended to guide readers and researchers for future research and 
knowledge enhancement in the field of sign language recognition.
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INTRODUCTION

The World Federation of the Deaf (WFD) claims that there 
are 70 million persons worldwide who communicate using 
sign language, and there are more than 200 types of sign 
languages in the world. Sign language is a medium through 
which deaf people communicate (World Federation of the 
Deaf, 2000). Hard of hearing people can communicate their 
thoughts, feelings, and ideas by using sign language (Mohd 
Rashid, S. M. 2021). The deaf and mute community’s 
primary language is sign language. Hearing loss is 
increasingly impacting people. The recognition, generation, 
and translation of sign language is a field of research that 
has high potential impact (Bragg et al. 2019). Within the 
deaf and mute community, sign languages have evolved 
as a useful tool. Although signing is primarily used by the 
deaf community, it can also be used by hearing people who 
are unable to speak, people who have problems speaking 
verbally due to a disability or condition, and people who 
have deaf family members, or when one or more of the 
potential communicators are deaf, sign language can help 
fill the gap. This has an impact on communicating with the 

deaf and creates communication problems between both the 
hearing-impaired and the deaf (Bai et al. 2020).  

The field of sign language translation or recognition has 
seen a lot of progress. There are two ways to interpret sign 
language. The sensor-based method is the first approach 
to recognize hand gestures in sign language. Sensor-based 
techniques include the signatory wearing a glove or a 
specific sensor that displays information on hand orientation, 
position, rotation, and movement (Aly et al. 2019). Although 
users often find this method heavy and difficult, the result is 
more uniform and reliable. This application needs the use 
of specialized hardware such as using a specific camera or 
based on sensors. The second approach is the vision-based 
methodology. On the other hand, vision-based systems 
recognize images or videos based on functionality gained 
from various image or video processing techniques. This 
approach provides a natural environment for the users. 

RESEARCH GAP – THE EXISTING STUDY RELATED TO VISION-BASED 
SIGN LANGUAGE RECOGNITION

The importance of recognition of sign language based 
on vision has piqued the curiosity of researchers who 
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want to learn more about how to create an effective sign 
language recognition or translation system based on vision 
as well as other studies that have summarised the various 
contributing factors (Al-Jarrah et al. 2001; Camgoz et al. 
2018). The existence of this large study volume requires 
a systematic literature review effort so that the findings of 
previous studies can be collected and better understood. 
While many studies focused on recognizing sign language 
based on vision, there were still not enough researchers 
systematically reviewing existing studies. Traditional 
literature reviews face several issues, not concentrating on 
specific or practice-relevant topics, employing a wide range 
of methodologies and structures, not using specific methods 
or explicitly declaring methods used to conduct a review, 
and most significantly, are more prone to bias (Briner et al. 
2014). By conducting a thorough literature evaluation of the 
methodologies of the vision-based sign language recognition 
system, this publication aims to add to the current body of 
knowledge. One way to do a more thorough overview of 
current literature is to conduct a systematic literature review. 
A systematic review is necessary because the systematic 
review is as transparent, robust, and free of bias as possible 
(Stewart et al. 2012). Researchers will be able to identify 
gaps in the field of study and the need for additional research 
through systematic literature reviews. (Wan Jaafar, W. N. 
2020). Although various research sought to address the 
topic of sign language recognition in a systematic manner, 
nevertheless, their focus is not on the sign language 
recognition system based on vision. It is undeniable that 
there are few studies from Ardiansyah et al. (2021); Naranjo 
et al. (2019) that have done SLR on an issue related to sign 
language translation, but we have to consider that Ardiansyah 
et al. (2021) study only touches on American Sign Language 
although there are many more sign languages in the world. 
Meanwhile, Naranjo et al. (2019) do not focus on the vision-
based method. The lack of studies focusing on vision-based 
sign language recognition systems has resulted in a lack of 
comprehension and a systematic failure to comprehend the 
related existing literature systematically. 

The central search question directs the review - what are 
the main vision-based recognition techniques and algorithms 
used for recognition in particular? The goal of this study 
was to close the gap by thoroughly examining past similar 
studies in an organized and comprehensive manner in order 
to obtain a better knowledge of identifying and describing 
the methodologies and techniques that have been studied 
in the area of vision-based sign language translation or 
recognition. The work makes numerous key contributions to 
the field of practice and understanding. The study adds to the 
sphere of practice and understanding in a number of ways. 
Interested parties, such as scholars and organizations, can 
now grasp the importance of having a huge public dataset 
in any sign language for researchers’ ease, and also for the 
deaf, mute, and any users to refer to. Furthermore, the study 
allows the parties to adjust strategies and plan the research 
related to the vision-based sign language translation system.

METHODOLOGY

This section explains how to find publications that cover 
vision-based hand gesture detection for sign language 
translation. The reviewers used the PRISMA (Preferred 
Reporting Items for Systematic Review and Meta-Analyses) 
approach, which includes systematic review resources 
(Scopus and Web of Science), eligibility and exclusion 
criteria, review process steps (identification, screening, and 
eligibility), and data abstraction and analysis. 

THE REVIEW PROTOCOL -PRISMA

A research technique is a way to conduct research that is 
organized and methodical. It is made up of a theoretical 
analysis of all the concepts that are relevant to the topic 
of study. It includes concepts such as stages, models, and 
qualitative and quantitative techniques in general. This 
document follows the review process suggested by Xiao & 
Watson (2019), which involves the planning, execution, and 
presentation of the review. To form this SLR, the authors 
referred to PRISMA. PRISMA is a standardized publication 
widely used in medical and public health. PRISMA’s 
guidelines include a four-stage organization chart and a 
27-point checklist. The flowchart describes the criteria for 
the identification, screening, eligibility, and inclusion of 
reports that are within the scope of a review. The checklist 
includes a list of 27 recommendations that address topics 
such as title, summary, introduction, methods, results, and 
discussion. PRISMA components provide a guide to authors, 
editors, and writers via this diagram and checklist (Selcuk 
2019). Although this SLR is in the field of engineering, 
nevertheless, PRISMA is still suitable to be referred to, as it 
helps to form clear research questions and allows systematic 
searches to be done. Furthermore, PRISMA minimizes bias 
and assists authors in synthesizing the study (Swartz 2021). 
Having developed the PRISMA standard publication, this 
SLR was initiated by the formation of research questions, 
followed by a systematic search strategy, conducting article 
quality assessments as well as extracting and analyzing data 
from selected articles. 

SOURCE OF REFERENCE

To find articles and resources relevant to be included in 
this SLR, two main databases which are Web of Science 
and Scopus have been used. The Institute for Scientific 
Information (ISI) invented WOS (Web of Science). Now, 
WOS is maintained by Clarivate Analytics, formerly known 
as Thomson Reuters’ Intellectual Property and Scientific 
Affairs. The Science Citation Index Expanded TM, which 
began as SCI in 1964, now indexes over 9,200 of the world’s 
leading journals across 178 science disciplines. There have 
been over 53 million documents and 1.18 billion references 
referred to since 1900 (website: Web of Science Collection, 
2021). The Web of Science Core Collection indexes each 
piece of information from beginning to end, providing a 
complete and secure view of more than 115 years of high-
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quality research. Scopus is the second database used in 
the review. Scopus is the most comprehensive database of 
abstracts and citations from peer-reviewed journals, books, 
and conference proceedings in the world. Scopus may 
provide a comprehensive overview of worldwide research 
findings in science, technology, health, social sciences, and 
the arts and humanities. Scopus provides intelligent tools for 
monitoring, analyzing, and visualizing research (website: 
Scopus – document search, 2021). 

FORMATTING OF RESEARCH QUESTIONS

The initial step in the formation of this SLR is to formulate 
appropriate research questions. Identifying and illustrating 
ways of recognizing sign language is not a new subject. 
Over the years, various processes, methodologies, and 
techniques were developed to illustrate the factors involved 
in recognizing sign language. Based on the focus of this 
SLR related to the vision-based sign language recognition 
systems, some research questions were raised. 

RQ1: What database has been used in this study?
RQ2: What are the devices used in sign language translation 
systems?
RQ3: What types of recognition have been used in the 
studies? (word, alphabet, sentences, number, etc)
RQ4: Which action sign (static / dynamic) has the most 
study in sign language translation systems?
RQ5: What are the algorithms used in the classification 
technique?
RQ6: What is the recognition rate of the existing sign 
language translation system? 

SYSTEMATIC SEARCH STRATEGY

Performing a systematic review involves several discrete 
activities, which can be grouped into five main phases: 
identification; screening; eligibility, quality appraisal, and 
data abstraction and analysis. Figure 1 illustrates the overall 
5-stage of the systematic searching methods process.

FIGURE 1. PRISMA flow diagram of the systematic research strategy
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IDENTIFICATION 

The process of selecting and diversifying acceptable 
keywords used in the article or reference search 
process for SLRs is known as identification. 

 

Keywords are needed in the search process, as they 
can improve the accuracy of articles/references 
obtained for references in SLR. Based on the 
previously stated research questions, three main 
keywords were selected, namely sign language, 
recognition, translation, and vision based. To 
diversify the keywords that can be used, synonyms, 
related words, and variations to the main keywords 
were searched. This search effort was conducted 
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IDENTIFICATION

The process of selecting and diversifying acceptable 
keywords used in the article or reference search process for 
SLRs is known as identification.

Keywords are needed in the search process, as they can 
improve the accuracy of articles/references obtained for 
references in SLR. Based on the previously stated research 

questions, three main keywords were selected, namely sign 
language, recognition, translation, and vision based. To 
diversify the keywords that can be used, synonyms, related 
words, and variations to the main keywords were searched. 
This search effort was conducted through an online thesaurus, 
referring to past research keywords and the Scopus database 
as well as by obtaining expert views. The outcomes of this 
method of identification can be referred to in Table 1. 

TABLE 1. Search string formed for articles / references research

Source Search String Total

Scopus
Title-abs-key= ((“sign language”) AND (translat*  OR  recog*) AND (image* OR “vision based” OR vision 
OR “video -based” OR video* OR depth OR colour OR color OR  3d OR  3d OR “three-dimensional”) AND 
NOT (glove* OR signal* OR wearable OR armband OR sensor))

2096

Web of 
Science

TS= ( ( “sign language” ) AND ( translat* OR recog* ) AND ( image* OR “vision-based” OR vision OR “video-
based” OR video* OR depth OR colour OR color OR 3d OR 3-d OR “three-dimensional” ) NOT ( glove* OR 
signal* OR wearable OR armband OR sensor))

1361

Based on the keywords that have been selected, the 
article/reference search process has been done in two major 
databases, namely Web of Science and Scopus. All of these 
databases were chosen because of some of their benefits. 
First, databases like Web of Science and Scopus, according 
to Gusenbauer & 

 Haddaway (2020), has a more complete search, more 
consistent search results, and capabilities from more complex 
searches than any other database. In their analysis, Martin 
et al. (2018) databases are found using search algorithms. 
Table 1 demonstrates the fundamental operations needed 
to highlight the benefits of Web of Science and Scopus in 
terms of quality control and a systematic indexing method. 
Articles in the search of this data, such as Boolean Operators 
(AND, OR), phrase searching, truncation, wild card, and 
field codes (Web of Science and Scopus). Based on the 
keywords, databases, and search techniques used, a total 
of 3457 articles were successfully obtained. These articles/
references will go through the second stage in the systematic 
search strategy, which is screening. 

SCREENING

A total of 3457 articles were successfully obtained in 
the identification process earlier and will go through a 
screening process. Screening is a process in which criteria 
for inclusion or exclusion will be set and it will be used 
to select articles/references appropriate to the SLR to be 
formed (Shaffril et al., 2020). This means that articles in the 
form of reviews are not included because the main objective 
of this SLR is to know and identify the findings of past 
studies, rather than the reviews of past studies. Once again, 
the inclusion criterion used is the focus of the findings. The 
article selected should have findings that focus on vision-
based sign language  recognition or translation. If any article 
states that their study examines hand gesture recognition for 
other applications, such as games, then the article will not 
be issued. This is important to allow all selected articles 
to offer findings related to the SLR to be formed (Refer to 
Table 2). After conducting the screening process, a total of 

2872 articles were released because they did not meet the set 
criteria, and this makes the balance of the articles available 
for the next process to be 585.

ELIGIBILITY

All selected articles will go through a second screening 
process, this process is known as eligibility. Eligibility is 
done to ensure all selected articles are relevant and can 
be used in this SLR. This process is done according to the 
title of selected articles and abstracts. If the results of the 
article selected, relevant or not, are unable to be obtained 
after reading the title and the study abstract, then the 
methodology, results, and discussion section of the article 
will serve as a reference. In the process, a total of 268 
articles were excluded because their focus was not on the 
vision-based, provided focus to hand gesture recognition 
for sign language, same article (duplicated records) as well 
as articles in the form of scoping reviews. Based on this 
process, 200 articles were selected to go through the next 
process, namely quality assessment.

QUALITY ASSESSMENT

The remaining articles are evaluated through a quality 
assessment process in order to ensure that the substance of 
the articles is of high quality. A total of three evaluators were 
selected among authors for the purpose of this evaluation. 
Each article/reference will be evaluated based on two criteria 
which are - Is the stated research question clear? And is the 
data obtained able to answer the stated research questions? 
The evaluated article must have both aspects before it can 
go to the next stage. For each criterion, the evaluators will 
be given two answer options, which are Yes or No. In order 
to evaluate each of these articles, the three evaluators must 
have a mutual agreement for each evaluation done. Only 
articles/references that meet the criteria can be considered 
as quality articles. This procedure returned 173 high-quality 
articles.
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Item Inclusion Criteria
Year Published 5 years (2017 to 2021)
Document Type Journal article
Language English
Type of Finding Empirical
Focus of finding Related to vision-based sign language translation

TABLE 2. Search string formed for articles / references research

DATA EXTRACTION AND ANALYSIS

The papers that remained were analyzed and evaluated. A 
specific study was focused on in order to provide answers 
to the issues that had been raised. Reading the abstracts 
first, then the whole papers (in-depth) to uncover pertinent 
research questions was how the information was acquired. 
the data extraction process was focused on three main part 
of the article which are the abstract, research results and 
discussion research. If necessary, reading in other parts of 
the article offering relevant data also be done. 

RESULT

This section presents the analysis done based on the research 
question’s trend pattern and discussion on the research 
done in the field of vision-based hand gesture recognition 
techniques for sign language.

BACKGROUND OF THE SELECTED ARTICLES

Before commenting on the main findings, this section 
will provide focus on the background of the selected 
articles/references in the SLR. Out of 114 selected articles/
references, 12 were published in 2017, 16 were published 
in 2018, 20 were published in 2019, 32 were published in 
2020, and 34 were published in 2022. Figure 2 shows the 
number of research publications retrieved depending on 
their publication year. Between 2017 and 2021, the number 
of research publications published gradually increased. 

FIGURE 2. Number of articles published each year from 2017 to 
2021
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5 years (2017 to 2021) 
 

Document Type Journal article 

Language English 

Type of Finding Empirical 

Focus of finding Related to vision-based sign language translation 

There is no such thing as a universal sign language exists. 
Various sign languages are used in different nations or areas. 
British Sign Language (BSL) differs from American Sign 
Language (ASL), and Americans who are familiar with ASL 
may struggle to grasp BSL. ASL has been adopted into the 
sign languages of other nations. From previously published 
papers, it has been observed that the sign language that has 
been studied the most is American Sign Language, with 32 
studies. 23 studies concentrated on Arabic Sign Language, 
18 studies concentrated on Indian Sign Language, followed 
by nine studies focused on Chinese Sign Language. 
Furthermore, five studies focused on Pakistani and Thai Sign 
Language, and three studies concentrated on Malaysian and 
Bengali Sign Language. Two studies focused on Germany, 
Japanese, Persian and Turkish Sign Language. Furthermore, 
one study concentrated on Amharic, Colombian, Croatian, 
Greek, Indonesia, Kazakh, Korean and Tanzania Sign 
Language, respectively. Figure 3 shows the number of 
research publications retrieved depending on their language 
of sign language.

FIGURE 3. Number of articles published based on the sign 
language

ANSWERING RESEARCH QUESTION

In this section, the authors will answer the research questions 
stated above. All the research questions have been answered.

RQ1- What database has been used in this study?

The American Sign Language Dataset by Pugeault & 
Bowden (2011) has been used by many authors such as Xie 
et al. (2018); Khari et al. (2019); Hu (2018); Hu et al., (2018); 
Tan et al. (2020) to recognize the static alphabet of American 
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American Sign Language. 
 Jochen Triesch Static Hand Posture 
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Language 2018 is used by Saleh & Issa (2020).  
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Pan et al. (2020); Meng & Li (2021) used the 
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Technology of China as well as the IsoGD dataset. 
Ko et al. (2019) presented the KETI (Korea 
Electronics Technology Institute) sign language 
dataset in the Korea Sign Language study, which 
consists of 14,672 videos of high resolution and 
quality. It is found that other sign language 
recognition studies use their own built dataset. The 
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Sign Language. A total of 60,000 hand movements from five 
people are included in the dataset. It has 24 English letters 
from a to z, with the exception of j and z, which are dynamic 
in American Sign Language. The NTU Hand Digits dataset 
which has been used in Nasreddine & Benzinou (2018); 
Suneetha et (2021) study is the hand gesture dataset with 
a Kinect sensor. There are ten gestures gathered from ten 
people in the dataset. For the same motion, each person does 
ten distinct gestures. Thus, in total, the dataset captures 1000 
hand gestures. Some research universities have built their 
own sign language for public users. The Massey University 
dataset used by Sahoo et al. (2018), public American Sign 
Language by the University of Surrey’s Center for Vision, 
Speech and Signal is used by Saha et al. (2018), and the 
National University of Singapore (NUS) hand posture public 
dataset is used by Mohammed & Rada (2020); Tan et al. 
(2021). Thomas Moeslund’s hand gesture database used 
by Oyedotun & Kahsman (2017) consists of 24 different 
static hand gestures. Other public American Sign Language 
datasets can be downloaded on the website Kaggle.com, 
which has been used by Ashiquzzaman et al. (2020); Abiyev 
et al. (2020); Butt et al. (2019). The majority of these 
datasets are the static alphabet and digits in American Sign 
Language.

Jochen Triesch Static Hand Posture database is used 
by (Kaur and Joshi, 2016; and Kaur et al., 2017). The 
collection contains 10 distinct hand signals performed by 
24 different people against various backdrops. There are 
three sorts of greyscale graphics and backgrounds: uniform 
bright, uniform dark, and complicated. Kaur and Joshi have 
compared the Jochen Triesch Static Hand Posture database 
with the public Indian Sign Language database. Maximum 
accuracy of 90% is achieved for the ISL dataset meanwhile 
for the Jochen-Triesch dataset, 84.9% accuracy has been 
achieved. HDM05 dataset, CMU action datasets and own 
datasets have been compared by Kumar et al. (2018) in their 
study. The author’s dataset consists of a total of 20,000 3-D 
sign videos, with 100 signs per class. The result shows that 
HDM05 has achieved the highest accuracy, followed by the 
CMU dataset and their own built dataset. Others Indian Sign 
Language studies are using their own built dataset.

Luqman et al. (2020) using three datasets; MNIST-
ASL, Arabic Alphabet Sign Language Dataset by Latif et al. 
(2018), and MU HandImages ASL by Barczak (2011) in their 
study. Elatawy et al, (2020), used a Sign Language dataset 
from the Al-Amal Institute in Damietta for deaf pupils and 
King Saud University Saudi Sign Language (KSU-SSL) 
dataset used by Hammadi et al. (2020). Another Arabic Sign 
Language is called Arabic Sign Language 2018 is used by 
Saleh & Issa (2020). 

Koulierakis et al. (2021) used Danish Sign Language 
dataset and POLYTROPON dataset for Greek Sign Language. 
In Chinese Sign Language, Pan et al. (2020); Meng & 
Li (2021) used the DEVESIGN dataset, and Zhang et al. 
(2019) used a dataset from the University of Science and 
Technology of China as well as the IsoGD dataset. Ko et al. 
(2019) presented the KETI (Korea Electronics Technology 
Institute) sign language dataset in the Korea Sign Language 
study, which consists of 14,672 videos of high resolution 
and quality. It is found that other sign language recognition 
studies use their own built dataset. The list of the datasets is 
summarised in Table 3.

RQ2- What are the devices used in sign language translation 
systems?

Vision-based approaches have grown more common in 
recent years, including input from digital cameras such as 
DSLR cameras, video cameras, smartphone cameras, web 
cameras, and compact cameras. The most popular way 
is to use a two-dimensional picture from a regular video 
camera. Ashiquzzaman et al. (2020); Abiyev et al. (2020) 
used the modern video camera, which has the standard 
of 20.1-megapixel camera and has a frame rate of 30 fps 
respectively. Csoka et al. (2019) used a DSLR camera for 
capturing the videos, which are signed by native signers 
to create their dataset. Imran & Raman (2020) used a 
thermal camera to acquire a new sign language dataset to 
demonstrate the efficiency of their technique on a thermal 
video camera as well. Muthukumar et al. (2019) dataset is 
captured using a compact camera.
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TABLE 3. Investigation on car-driver interaction

Reference Sign Language Reference

ASL by Pugeault and Bowden ASL Xie et al. (2018); Khairi et al. (2019); Hu et al. 
(2018); Hu (2018).

Public ASL from Kaggle.com ASL, MySL, InSL
Ashiquzzaman et al. (2020); Abiyev et al. (2020); 
Tan et al. (2020).

NTU hand digits dataset ASL Nasreddine & Benzinou. 2018
NUS hand posture public ASL Mohammed & Rada (2020); Tan et al. (2021)

Public ASL (not mention source) ASL Beena et al. (2020); Nasreddine & Benzinou 
(2018)

Massey University dataset ASL Sahoo et al. (2018)
University of Surrey’s Center for Vision, Speech and Signal ASL Saha et al. (2018)
Triesch (2002) ASL Sahoo et al. (2018), Sharma & Singh (2021)
GESTURES database by Milios and Petrakis(2000) ASL Nasreddine & Benzinou (2018)
ASL Gestures by Barczak et al. (2011) ASL Tan et al. (2020)
Thomas Moeslund’s hand gesture database ISL Oyedotun & Khashman (2017)
Github ISL Abhilash et al. (2020)
Jochen-Triesch’s Database, ISL ISL Kaur et al. (2017)
HMD05 and CMU ISL Kumar et al. (2018)
MNIST-ASL, ArSL by Ghazanfar et al. (2018) and MUASL ArSL Luqman et al. (2018)
From Al-Amal Institute Damietta for deaf students ArSL Elatawy et al. (2020)
King Saud University Saudi Sign Language (KSU-SSL) ArSL Al-Hammadi et al. (2020)
ArASL: Arabic Alphabets Sign Language Dataset by Latif
et al. (2019) ArSL Saleh & Issa (2020)

Unified Arabic Sign Dictionary 2006 ArSL Ibrahim et al. (2018)
Database-01 by Shanableh and Assaleh (2007) ArSL Sidig et al. (2019)
DEVESIGN Chinese SL Pan et al. (2020)
CSL by University of Science and Technology of China, 
IsoGD

Chinese SL Zhang et al. (2019)

KETI Korea SL Ko et al. (2019)
Danish Sign Language dataset, POLYTROPON Greek SL Koulierakis et al. (2021)
OWN Others Others

It is also found that many authors used Kinect in their 
studies, Beena et al. (2019); Prathap & Kumar (2019); 
Raghuveera et al. (2019); Ravi et al. (2019); Hisham & 
Hamouda (2019); Sidig et al. (2019); Elpeltagy et al. (2018); 
Sidiq et al. (2021). Kinect uses sensors and a camera to 
collect coloured pictures of objects, including their depths. 
These give more specific information that can help with 
classification. By detecting background and foreground 
images, the depth feature can enhance segmentation. 
The other device in sign language systems is webcam or 
computer camera. Tolentino et al. (2019) used a 1080P Full-
HD web camera. Rahim et al. (2020); Baligod et al. (2017) 
created a dataset using a low-cost webcam. The webcam 

is also used in Kadhim & Khamees (2020); Rahim (2019); 
Sharma et al. (2020); Wadhawan & Kumar (2020); Sharma 
et al. (2021); Rivera-Acosta et al. (2021); Khan et al. (2021).

Most individuals nowadays have a smartphone with a 
built-in camera. So many researchers also use smartphone 
cameras as their acquisition method. In Kagalkar (2018) 
study, for image acquisition, the frontal camera of a 
smartphone is used. Rao & Kishore (2017) proposed a 
new way to bring sign language closer to real-time mobile 
applications. In Ravi et al. (2017) study, a mobile camera 
with 2M pixel resolution is used to capture video signs. The 
list of device types is summarised in Table 4. 
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RQ3: What types of recognition have been used in the 
studies? (words, alphabets, sentences, numbers, etc.)

There are many types of sign language recognition: Numbers, 
alphabet, words, and sentences. It is found that most of 
the studies recognized the alphabet. Sharma & Kumar 
(2021); Juneja et al. (2021); Awwad et al. (2021) studies 
show that they recognize the American Sign Language 
alphabet. Sharma & Singh (2021) recognize the Indian 
Sign Language alphabet and words. Alawwad et al. (2021); 
Alzohairi et al. (2018) recognize the Arabic Sign Language 
alphabet. Abdul et al. (2021); Sidiq et al. (2021); Bencherif 
et al. (2021);Rahaman et al. (2020) recognized alphabets, 
numbers, and words. Shaik et al. (2021), Gunduz & Polat 
(2021); Rastgoo et al. (2021); Myagila & Klavo (2021) 
recognized words in American Sign Language, Turkish 
Sign Language, Persian Sign Language, and Tanzania Sign 
Language respectively. The studies focused least on the 
sentence of a sign language. Mistree et al.  (2021) focus on 
the sentence of Indian Sign Language recognition. Xiao et 
al. (2019); Xu et al. (2021) focus on the sentence of Chinese 
Sign Language. The list of types of recognition that have 
been used in the studies is summarized in Table 5.

TABLE 4. List of device type

Device Reference

Digital camera

Ashiquzzaman et al. (2020); Kim et al. 
(2017); Beena et al. (2020); Csóka et al. 
(2019); Koh & Ali (2017); Sahoo et al. 
(2018); Nasreddine & Benzinou (2018)

Microsoft 
Kinect

Prathap & Kumar (2019); Xie et al. (2018); 
Hu et al. (2018); Hu (2018); Raghuveera et 
al. (2018); Ravi et al. (2019); Shaik (2021)

Webcam

Wadhawan & Kumar (2019); Choudhury 
et al. (2017); Latif et al. (2020); Sidig et al. 
(2019); Alzohairi et al. (2018); Arshad et al. 
(2018)

Mobile Phone Rao & Kishore (2018); Dangarwala & Hiran 
(2019)

TABLE 5. List of recognition type

Recognition 
Type Reference

Alphabet Khari et al. (2019); Rahim et al. (2020); 
Al-Amin (2017); Cui et al. (2018); Abiyev 
et al. (2020); Rahim et al. (2019); 

Digit
Mohammed & Rada (2020); Butt et al. (2019); 
Tan et al. (2020); Muthukumar et al. (2019); 
Ahmed et al. (2020)

Word
Imran & Raman (2020); Ravi et al. (2017); 
Kaur et al. (2017); Kumar et al. (2018; Ravi 
et al. (2018)

Sentence Kagalkar & Gumaste (2018); Nagendraswamy 
& Kumara (2017); Ko et al. (2019)

RQ4: Which action sign (static / dynamic) has the most 
studies in sign language translation systems?

There are two types of actions in sign language recognition: 
Static and dynamic. In the majority of the articles (115 
articles), gestures were static. Most alphabet and number 
recognition are in static action. Like Al-Amin (2017); 
Bendarkar et al. (2021) studies in the American Sign 
Language recognition system, all the alphabets are in static 
action, except j and z alphabet, which are in dynamic action. 

Other sign languages show that the alphabets are in 
static action such as Kwolek at al. (2021); Nihal et al. (2021); 
Kenshimov et al. (2021) in Japanese Sign Language, Bangla 
Sign Language and Kazakh Sign Language recognition 
study respectively. Saqib & Kazmi (2018); Ali et al. (2020); 
Ismail et al. (2021) in Arabic Sign Language recognition 
study and Pariwat & Seresangtakul (2019) in Thai Sign 
Language recognition study. Most of the word and sentence 
recognition is in the dynamic study. This can be seen in 
Xiao et al. (2020); Kraljevic et al. (2020); Sutarman et al. 
(2017); Elakkiya et al. (2021) in Chinese Sign Language 
recognition, Persian Sign Language recognition, Malaysian 
Sign Language recognition and American Sign Language 
recognition respectively. The list of action types is 
summarised in Table 6.

TABLE 6. List of action type

Action Type Reference

Static

Kadhim, & Khamees, M. (2020); Sharma et 
al. (2020); Saha et al. (2018); Oyedotun & 
Khashman (2017); Abhilash et al. (2020); 
Sharma et al. (2020); Silanon (2017)

Dynamic
Mohammed & Rada (2020); Dangarwala & 
Hiran, (2019); Choudhury et al. (2017); Xiao 
et al. (2020)

Static and 
Dynamic

Al-Hammadi et al. (2020); Ahmed et al. (2019); 
Elpeltagy et al. (2018); Ibrahim, et al. (2018); 
Sidiq et al (2018); Pan et al. (2020); 

RQ5: What are the algorithms used in the classification 
technique in Sign Language recognition?

Table 7 lists the different approaches utilized in the 
classifying process. The Convolutional Neural Network 
(CNN) is discovered to be the most popular approach. CNN 
has also been chosen the most for two to three years. An 
example of CNN can be found in Noreen et al. (2021); 
Dayal et al. (2021). All these works achieved almost 
100% accuracy. The second most popular method used is 
the Support Vector Machine (SVM). SVM is a supervised 
machine learning technique that may be used for both 
classification and regression analysis. Even with high-
dimensional data, the support vector machine is very 
effective. This can be found in Ito et al. (2019); Dangarwala 
& Hiran (2019); Moghaddam et al. (2020). Another method 
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is the K-Nearest Neighbour (KNN), which can be found in 
Alksasbeh et al. (2020); Arshad et al. (2018); Tabassum et 
al. (2020); Klomsae et al. (2017). K-Nearest Neighbour 
(KNN) is a simple algorithm that maintains all available 
cases and classifies new ones using a similarity score. 
Kim et al. (2017); Tamiru et al. (2021) used the Artificial 
Neural Network method. Ahmed et al. (2019); Ibrahim et 
al. (2018); Indra et al. (2017) used the Euclidean distance in 
their classification method. By using the Euclidean distance 
in their proposed system of automatic recognition and 
translation, it has proven to be effective and highly accurate. 
There are many other methods such as Hidden Markov 
Model, Deep Believe Network, Bidirectional Long Short-
Term Memory, and many more. However, each of the above-
mentioned algorithms has its advantages and disadvantages 
regarding the degree of accuracy and performance. The list 
of the main algorithms used in the classification technique is 
summarised in Table 7.

RQ6: What is the recognition rate of the existing sign 
language translation system?

High accuracy is important in every sign language system 
so that the results show the correct sign language translation 
to avoid any miscommunication or misunderstanding. In the 
last five years, the system has achieved from 60% to 100% 
accuracy. The summary of the accuracy has been concluded 
in Table 8. It is found that most vision-based sign language 
systems have achieved accuracy in the range of 96% to 
100%. To attain high accuracy, multiple classification 
methods are applied. Sidiq & Mahmoud (2018); Sidiq et al. 
(2019) have achieved 99.9% accuracy by using the k-Nearest 
Neighbour and Hidden Markov Model respectively in the 
Arabic Sign Language system. Paraiwat & Saresangtakul 
(2021); Martinez et al. (2020); Jiang et al. (2020) used the 
Convolution Neural Network and have achieved 88% to 89% 
accuracy. Low accuracy, which is below 75%, has also been 
found. Elpeltagy et al. (2018) used Canonical Correlation 
Analysis and Random Forest Classifiers for classification, 
and Microsoft Kinect as the device. The achieved accuracy 
is 55.57% over 150 Arabic Sign Language signs. Another 
low accuracy can be found in the works of Asri et al. (2019). 
They used Bi-directional Long Short-Term Memory and 
You Only Look Once (YOLO) V3 for their classification 
method. The list of achieved accuracy of the existing sign 
language recognition system is summarised in Table 8.

TABLE 7. List of algorithms used in the classification technique

Classification 
Method Reference

CNN

Luqman et al. (2020); Kamruzzaman (2020); 
Jiang et al. (2020); Saqib et al. (2020); 
Martinez et al. (2020); Kraljević et al. (2020); 
Pratama et al. (2020)

SVM

Muthukumar et al. (2019); Raghuveera 
et al. (2020); Kaur et al. (2017); Hisham 
& Hamouda (2019); Ito et al. (2020); 
Moghaddam, et al. (2020)

KNN

Hisham & Hamouda (2019); Sidig et al. 
(2018); Pariwat & Seresangtakul 2019; 
Klomsae et al. (2017); Mangla et al. (2020); 
Arshad et al. (2018)

NN
Kim et al. (2017); Al-Amin (2017); Saha et 
al. (2018); Rao & Kishore (2018); Ravi et al. 
(2018); Sutarman et al. (2017)

Euclidean 
Distance

Rao & Kishore (2018); Ahmed et al. (2019); 
Ibrahim et al. (2018); Ahmed et al. (2020); 
Indra et al. (2017)

4. Overall Observation of all research work on vision-
based sign language recognition

The following is a summary of the findings on sign language 
recognition systems in relation to the research questions.

To answer Research Question 3, we discovered that 
41% of studies on vision-based sign language recognition 
systems relied on public datasets or other earlier study 
datasets, whereas 59% created their own, as shown in Figure 
4a.

To answer Research Question 4, we discovered 
that most of the studies on vision-based sign language 
recognition systems with 71% used a digital camera as the 
device, 18% of the work used Microsoft Kinect, 9% of the 
work used a webcam, and 2% used a mobile phone as shown 
in Figure 4b.

To answer Research Question 5, ‘What types of 
recognition have been used in the studies? Is it alphabet, 
number, word, or sentence?’ The data has been evaluated in 
order to create the graph as shown in Figure 4c. It is found 
that 50% work on the alphabet, 30% work on words, 16% 
work on digits, and 4% work on sentences. 
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TABLE 8. List of achieved accuracy of the existing sign language 
recognition system

Accuracy (%) Reference

96 >

Zhang et al. (2019); Pariwat, & Seresangtakul 
(2019); Mangla et al. (2020); Pratama et al. 
(2020); Moghaddam et al. (2020); Aksoy 
et al. (2021)

91 - 95
Ahmed et al. (2020); Tabassum et al. (2020); 
Rahaman et al. (2020); Sutarman et al. (2017); 
Indra et al. (2017); Ko et al. (2019)

86 - 90

Kamruzzaman (2020); Hisham & Hamouda 
(2019); Jiang et al. (2020); Klomsae et al. 
(2017); Saqib et al. (2020); Saqib & Kazmi 
(2018); Martinez et al. (2020)

81 - 85
Dangarwala & Hiran (2019); Nagendraswamy 
& Kumara (2017); Xiao et al. (2020); Xioa 
et al. (2019); Arshad et al. (2018)

76 - 80 Hisham, B. & Hamouda, A. (2019)
< 75 Elpaltagy et al. (2018); Asri et al. (2019)

To answer Research Question 6, we observed that most 
of the studies on vision-based sign language recognition 
systems work on the static sign with 75%, 23% work on 
dynamic sign, and only 2% work on both static and dynamic 
sign. The chart is shown in Figure 4d.

To answer Research Question 7, we observed that 28% 
of the studies on vision-based sign language recognition 
systems used Convolutional Neural Network (CNN), 
21% used Support Vector Machine (SVM), 11% used the 
K-Nearest Neighbour Method, 8% used Neural Network, 
whereas Euclidian Distance was at 5%. Twenty-seven 
percent work on the other methods. The data has been 
evaluated in order to create the graph as shown in Figure 4e.

To answer Research Question 8, we discovered that 36% 
of the studies on vision-based sign language recognition 

systems have achieved 96% to 100% accuracy, followed 
by 29% of the research with 91% to 95% accuracy. Twenty 
percent of the work has obtained 86% to 90% accuracy, 7% 
of the work has achieved 81% to 85% accuracy and less than 
75% accuracy, respectively. The least achieved is 76% to 
80% with only 1% of the work. The data has been evaluated 
in order to create the graph shown in Figure 4f.

RESEARCH SUGGESTION

Based on the Systematic Literature Review performed on 
previous studies, it was found that there was a lack of public 
datasets available. We can see that there are many public 
American Datasets that can be found on the websites, but for 
other sign languages, there are limited public datasets. This 
public dataset is necessary so that researchers do not have to 
create their own dataset every time they wish to do research 
on the sign language system. Among the suggestions that 
can be made to address this issue is every sign language 
should have its organization. The dataset that has been 
built during the researcher’s studies can be gathered on the 
organization’s website so that the researcher can save time 
during their sign language recognition studies. Additionally, 
more datasets allow researchers to achieve more accurate 
sign language recognition results. This dataset is not only 
for the previous studies, it was found that most of the 
research was on alphabet signs. It is important to have more 
research on words and sentences, so that we can implement 
the research for daily life for the user to promote easier 
communication. Although the alphabet can be continued 
as fingerspelling understand words, fingerspelling may 
take some time when compared to having direct words 
or sentence translation. A good sign language translation 
system will help the user communicate better.Jurnal Kejuruteraan 35(2) 2023: xxx-xxx 
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languages, there are limited public datasets. This 
public dataset is necessary so that researchers do not 
have to create their own dataset every time they wish 
to do research on the sign language system. Among 
the suggestions that can be made to address this issue 
is every sign language should have its organization. 

The dataset that has been built during the 
researcher’s studies can be gathered on the 
organization’s website so that the researcher can 
save time during their sign language recognition 
studies. Additionally, more datasets allow 
researchers to achieve more accurate sign language 
recognition results. This dataset is not only for the 
previous studies, it was found that most of the 

It is found also most of the researchers was on static 
sign language compared to dynamic sign language. Most 
of sign language is in dynamic sign language especially 
words and sentence sign language. Static sign language can 
be found in alphabet, numbers, and very less in word sign 
languages. It is important to have more research on words 
and sentences sign language because it is using every day 
more than alphabet and numbers sign language.

Other than that, it was found that very less of the 
researchers used mobile phone to recognize and translate 
sign language. It is suggested that researchers should use 
mobile phone to recognize and translate sign language and 
researchers should develop mobile application for their 
translation system. Nowadays, most people have their own 
mobile phone. By using mobile phone to recognize and 
translate sign language will be much helpful for the needs.

CONCLUSION

The recent literature on vision-based sign language 
recognition systems has illustrated a basic understanding of 
the methodology conducted by the researcher. This SLR has 
been formed to create a recognition systems. There is no 

perfect comprehensive, structured, and transparent manner 
research, and this SLR has a limitation whereby a highlight 
of the literature in a systematic, over past studies that are 
related to vision-based sign language total of two articles 
were not successfully accessed despite searches in some 
databases and an email to the main author of the article. 
The performed analysis has produced seven main themes: 
Dataset, device type, recognition type, static or dynamic 
sign, classification method, and accuracy achieved. This 
paper has identified 114 research articles on topics relating 
to sign language recognition that were published between 
2017 and 2020. As a Systematic Literature Review requires 
a lot of time and effort, this literature assessment seeks to 
save other researchers’ time and effort by offering a full 
and detailed review of sign language recognition systems 
for various sign languages. Other than that, referring 
to the results of this study is expected to help the parties 
concerning each sign language to develop a website with the 
purpose of gathering all sign language datasets, so that other 
researchers can refer and use the dataset for their research. 
This can avoid redundant work, which is the need to build 
a dataset, as previous researchers have done the work. 
Therefore, it can be concluded that from the SLR analysis, 
most of the studies of sign language translation systems 



298

have been conducted on static action sign language versus 
dynamic action sign language, alphabet sign language versus 
digit, word or sentence sign language. Most of the studies 
also utilize digital camera than using Microsoft Kinect or 
webcam. Most classification method has been used was 
Convolution Neural Network (CNN). The study served as a 
road map for future research and knowledge advancement 
in the field of sign language recognition for both readers and 
researchers.
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