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ABSTRACT

This study presents a deep learning-based solution for audio-visual speech recognition of Bosnian digits. The task 
posed a challenge due to the lack of an appropriate Bosnian language dataset, and this study outlines the approach to 
building a new dataset. The proposed solution includes two components: visual speech recognition, which involves 
lip reading, and audio speech recognition. For visual speech recognition, a combined CNN-RNN architecture was 
utilised, consisting of two CNN variants namely Google Net and ResNet-50. These architectures were compared based 
on their performance, with ResNet-50 achieving 72% accuracy and Google Net achieving 63% accuracy. The RNN 
component used LSTM. For audio speech recognition, FFT is applied to obtain spectrograms from the input 
speech signal, which are then classified using a CNN architecture. This component achieved an accuracy of 100%. 
The dataset was split into three parts namely for training, validation, and testing purposes such that 80%, 10% and 
10% of data is allocated to each part, respectively. Furthermore, the predictions from the visual and audio models 
were combined that yielded 100% accuracy based on the developed dataset. The findings from this study 
demonstrate that deep learning-based methods show promising results for audio-visual speech recognition of Bosnian 
digits, despite the challenge of limited Bosnian language datasets.
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INTRODUCTION

Human communication is predominantly carried out 
through speech, which varies across different linguistic 
groups. Bosnian, a member of the Indo-European language 
family and the Slavic language group, is composed of thirty 
letters, each with a corresponding sound or phoneme. While 
the Latin script is more commonly used to write Bosnian, 
Cyrillic is also accepted (Jahić Dževad et al. 2000). 
Additionally, audio-visual speech recognition requires the 
recognition of speech through both audio and visual means. 
One such visual approach is lip reading, which is also used 
to identify speech (Fenghour et al. 2021). While the ears 

are usually relied upon to receive speech information, audio 
speech recognition may be more comfortable for some 
individuals. 

Conversely, lip reading is a widely used technique 
nowadays, particularly during major soccer matches when 
coaches and players cover their mouths to keep their tactics 
undisclosed from their opponents. Skilled individuals can 
decipher spoken words by observing the movements of a 
person’s lips. This method has also been adopted by 
computers, which can be trained to differentiate between 
different words after being fed large amounts of data. 
However, labelling of data is necessary to ensure that the 
machine learns the different classes correctly. 
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The history of audio-visual datasets dates back to the 
1990s (Fenghour et al. 2021). Most of these datasets are 
in the English language, with the most famous one being 
the Lip Reading in the Wild (LRW) dataset, which was 
obtained from various clips shown on the BBC (Chung & 
Zisserman, 2017). This dataset has been used in conjunction 
with different architectures (Afouras et al. 2018a; Makino 
et al. 2019; Ma et al. 2021; Serdyuk et al. 2021; Sterpu & 
Harte 2018; Yu et al. 2020, Asghar A et al. 2022), with 
speech in the dataset being either isolated or continuous. 
Continuous speech datasets may contain partial occurrences 
of previous words or variations in mouth shape. Speakers 
in these datasets may be captured from frontal, angled, and 
side-view perspectives. The most commonly used 
orientation is a frontal view, often rotated at a slight angle. 
In the recent years, there has been a shift from recording 
in laboratory settings towards building pipelines for 
automatic dataset creation, cropping, and labelling (Chung 
& Zisserman 2017; Makino et al. 2019). Several datasets 
have been created in Arabic, Polish, Russian, French, and 
other languages. 

A novel approach to speech recognition involves the 
use of deep learning, which utilizes deep neural networks 
to solve problems in machine learning. These neural 
networks can be quite large and typically consist of an 
input layer, one or more hidden layers, and an output layer. 
The defining characteristic of deep neural networks is the 
number of hidden layers they incorporate. With advances 
in processing power, researchers have been able to propose 
increasingly larger architectures. This technique has been 
used in many studies (Abedalla A et al. 2021; Alzubaidi et 
al. 2021; Afouras et al. 2018b; Michelucci, 2019; 
Shashidhar et al. 2020; Szegedy et al. 2014), with 
Convolutional Neural Networks (CNN) and Recurrent 
Neural Networks (RNN) as the most preferred architectures. 
CNN is used for feature extraction, followed by a variation 
of RNN that can capture the time-based nature of data. In 
audio classification, Fast Fourier Transform (FFT) is used 
to convert the problem into the realm of image classification 
(Afouras et al. 2018b; Kashevnik et al. 2021).

The classical approach to modelling sequential data 
is through Markov Chains, with Hidden Markov Models 
(HMM) being used for speech recognition (Jurafsky & 
Martin, 2020). HMMs assume that the probability of a 
chain being in a certain state depends only on a defined 
number of previous states. Many problems involve hidden 
states that are not directly observable, and only their 
corresponding outputs can be observed. Such sequences 
of hidden states are referred to as HMM. For instance, 
HMM has been applied to speech recognition, as evidenced 
in these studies (Jadczyk 2018; Yu et al. 2020). 

METHODOLOGY

PARTICIPANTS

To the extent of our knowledge, there is currently no 
publicly available audio-visual speech Bosnian language 
dataset, thus, it is necessary to acquire and develop one. 
The dataset comprises isolated speech sounds of digits in 
the Bosnian language. To create this dataset, we recruited 
five volunteers as subjects, four of whom were male and 
one of whom was female. Four of the volunteers were 
native speakers of Bosnian, and one was not. Their ages 
ranged from 10 to 55 years. For each digit class in the 
dataset, fifteen utterances were collected, resulting in a 
total of one hundred and fifty samples. The classes in the 
dataset are presented in Table 1. During the preprocessing 
phase, the dataset was augmented by adding different types 
of noise, expanding the total number of samples to seven 
hundred and fifty. As a result, each class consisted of 
seventy-five samples.

Each speech clip in the dataset is approximately two 
seconds long, with speakers positioned in front of a white 
background. The video captured both the speaker’s head 
and the background (wall), with a resolution of 1280x720 
(HD standard) and a frame rate of 30 frames per second. 
Audio is recorded at a frequency of 48 kHz. The speech 
videos are stored on a hard drive in separate folders labelled 
by class (digit). Figure 1 shows several frames of the first 
author, as one of the subjects during data acquisition 
session.

TABLE 1. Classes in the dataset 
Bosnian English Bosnian English

nula zero pet five
jedan one šest six
dva two sedam seven
tri three osam eight

četiri four devet nine

F IGURE 1. Sample of lips movement acquired as database 
during recording sessions
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The proposed architecture of the system is presented 
in Figure 2. The video frames served as inputs to the CNN 
for feature extraction along with Google Net and 
ResNet-50. The output from this stage are sequences that 
served as inputs to the RNN network. Google Net and 
ResNet-50 are chosen in this study because these two 
models have proven to be effective in extracting meaningful 
features from input data and also these networks are able 
to learn complex representations while minimizing the 
number of parameters (Szegedy et al. 2014; He et al. 2015).

Further, the Long Short-Term Memory (LSTM) 
network is used based on its output probability predictions. 
In audio speech classification, we will convert the speech 
signal into spectrograms using the FFT. The resulting 
spectrograms will then be inputs to the CNN for 
classification.

EXPERIMENT DESIGN AND 
PROCEDURE

VISUAL SPEECH CLASSIFICATION

The pre-processing steps is to be described in detail here, 
as depicted in Figure 3. Firstly, the original video is often 
too large and contains unnecessary information. Therefore, 
the Viola-Jones algorithm is used to perform face detection 
in the videos (Atiqur et al. 2018). Then, in a series of steps, 
the mouth region is extracted, which is define as the region 
of interest (ROI). Finally, this ROI is resized to 224 x 224, 
which is the input size of the pre-defined CNN architectures. 

To extract features from the videos, two state-of-the-art 
CNNs will be used: GoogLeNet and ResNet-50. Recall 
that these networks can be trained on large datasets and 
are capable of extracting numerous sets of features (He et 
al. 2015; Szegedy et al. 2014). The choice of CNN impacted 
the performance of the system, so both versions are 
implemented and their results are compared. Once the 
CNNs extract features, sequences that describe the video 
features will be obtained. These sequences are fed into the 
LSTM network, which is a type of RNN that can learn 
time-based dependencies in the videos. The final layer of 
the LSTM network is the softmax layer that assigns 
probability scores to different classes. This enabled the use 
of visual speech classification solely or combination with 
audio classification to produce a combined result.

AUDIO SPEECH CLASSIFICATION

As previously mentioned, the recordings include both audio 
and video components. The audio component consists of 
speech segments, which are not useful in the original time-
domain form. Instead, these signals are converted into 
spectrograms using FFT, which utilises Fourier analysis to 
transform speech segments from a time-based representation 
to a frequency-based representation. Further, the resulting 
spectrograms are used for spectrogram (image) 
classification, as shown in Figure 4. The similarity of the 
shapes within a class can be observed in the top row, while 
the differences among classes are evident in the bottom 
row.

F IGURE 2. Architecture of audio-visual speech recognition system.

FIGURE 3. Sequence of pre-processing steps applied to original video.
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FIG URE 4. Spectrogram in one class (top) and in different classes (bottom)

RESULTS AND DISCUSSION

The performance of the dataset is based on the holdout 
method. The dataset is divided into three parts: training 
(80%), validation (10%), and testing (10%). The training 
and validation parts are used during the training phase, 
while the testing part is used to evaluate the performance 
of the model on unseen data. The model is trained for 300 
epochs and validated once per epoch. However, it is 
important to note that due to the small size of the dataset, 
there may be an imbalance among the classes based on the 
random process of dividing the data into these three parts.

The basic performance metric used for evaluation 
include accuracy (Acc), which is defined as the ratio of 
correctly classified examples to the total number of 
examples. However, accuracy alone may not provide 
enough information. Therefore, confusion matrices are also 
used to display more complex relations among the classes. 
This helps to understand which classes are easily 
recognizable or otherwise, in terms of true positive (TP), 
false positive (FP), false negative (FN) and true negative 
(TN). In addition, specificity (Spec) and sensitivity (Sens) 
is also used as performance measures.

(1)

(2)

(3)

(4)

Visual speech recognition is found to perform worse 
than audio speech classification, which is not surprising 
based on previous studies (Ivanko & Ryumin, 2021; 

Shashidhar et al. 2020). The accuracy for audio speech 
classification is 100%, while for visual speech classification, 
the situation is not as optimistic. The two proposed variants 
of visual speech classification, namely Google Net and 
ResNet-50, do not perform as well as the audio counterpart. 
The accuracy rate for Google Net is 63% and for ResNet-50 
is 72%.

In Figure 5, it is observed the difference between 
accuracy results on the training set (blue line) versus 
validation set (black line), that more accurately represents 
the model’s true performance. These plots represent the 
model obtained for visual speech recognition using Google 
Net as a feature extractor and LSTM architecture as 
classifier.

The results of the visual speech recognition (VSR) 
using both Google Net and ResNet-50 are shown in Figure 
6. Figure 6(a) displays the results of the Google Net, which 
has an accuracy of 63% in visual speech recognition. On 
the other hand, Figure 6(b) shows the results of the 
ResNet-50 variant, with 72% Acc in visual speech 
recognition. The situation is different for audio classification, 
as the results obtained were much higher compared to video 
classification. Furthermore, as tabulated in Table 2, results 
based on Spec and Sens showed that Res Net performed 
better as compared to Google Net. This is illustrated in 
Figure 7. In Figure 8, the results of audio speech recognition 
on a test set containing 75 samples in ten different classes 
are displayed. It is apparent that the model achieved a 
perfect classification based on all samples are correctly 
classified. 

Performing audio-visual speech recognition (AVSR) 
involves combining predictions from both audio and visual 
speech recognitions. One way to achieve this is by adding 
the prediction scores from both techniques and select the 
highest value. The assumption is assigning equal weight 
to both predictions, resulted in better performance 



151

compared to visual speech recognition, that further 
achieved accuracy equivalent to that of audio speech 
recognition. In both the GoogLeNet and ResNet variants, 
accuracy increased to 100%, matching that of audio 
predictions. Results for audio-visual speech recognition 
(AVSR) are displayed in Figure 9, with the performance 

of both GoogLeNet and ResNet-50 on the left and right, 
respectively. Both achieved comparable performance to 
audio speech classification. These results are comparable 
to those obtained from a similarly sized English dataset 
with a CNN-LSTM architecture similar to ours (Shashidhar 
et al. 2020).

TABLE 2. Performance Measure for visual speech recognition using GoogLeNet and ResNet

Class
Google Net Res Net

Spec. Sens. Spec Sens
0 0.99 0.20 0.96 0.80
1 1.00 0.33 0.94 0.89
2 0.95 0.77 0.98 0.69
3 0.96 0.57 1.00 0.57
4 0.88 1.00 0.97 0.83
5 0.99 0.71 0.97 0.86
6 1.00 0.42 0.98 0.75
7 0.87 0.75 0.97 0.50
8 0.89 0.40 0.97 0.60
9 1.00 0.43 0.94 0.57

FIGURE 5. Network learning curve of Google Net in visual speech classification

 FIGURE 6. Visual speech recognition results: (a) Google Net; (b) ResNet-50
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FIG URE 7. Network learning curve for audio speech classification

FIGURE 8. Audio speech recognition results

       

FIGURE 9. AVSR results (a) GoogLeNet; (b) ResNet-50
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CONCLUSION

As a conclusion, this study investigated an extension of 
audio-visual speech recognition for digits in the Bosnian 
language. The approach used is based on deep learning, as 
opposed to the more traditional statistical approach. The 
first step in solving the problem was to create a speech 
dataset for Bosnian language digits, as there were no 
publicly available datasets. 

To accomplish this task, both visual speech recognition 
and audio speech recognition were utilized. Both 
recognition methods were organized separately in the 
proposed architecture. Visual speech recognition used a 
CNN-RNN architecture for feature extraction and 
classification, while audio speech recognition used a CNN 
architecture on spectrograms. The results obtained were 
promising, with visual speech recognition achieving an 
accuracy of 72% with ResNet-50 architecture, and audio 
speech recognition achieving 100% accuracy. The 
combination of both predictions using audio-visual speech 
recognition was successful in recognising digits in the 
Bosnian language. The future work for this project involves 
acquiring data for a broader range of words to expand the 
vocabulary and achieve greater robustness in recognition. 
This will also involve including more subjects as speakers 
in the dataset and yielding more realistic real-world results. 
It is important to emphasize that the results presented in 
this paper depend on the nature of the dataset. In this 
particular case, the dataset was specifically designed for 
audio-visual speech recognition purposes. As a result, the 
speakers were instructed to maintain a stationary position, 
and the video quality was ensured to be of high standard.
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