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ABSTRACT

Discussing poverty is crucial because it affects many facets of society, including socioeconomic disparity, crime, and the inability to obtain high-quality education. One of the provinces with the highest poverty rate in Indonesia is North Sumatra. A strategy is required to gather accurate data to effectively reduce poverty. Poverty mapping and prediction were conducted in North Sumatra to get a precise spatial distribution of poverty, the operation of the poverty model, and forecasting using machine learning (ML). Poverty prediction was conducted using a random forest (RF) algorithm and poverty mapping was conducted using the K-Means algorithm. The poverty mapping showed a significant inertia value decline in the third and fourth clusters of the elbow graph. The third cluster (0.313) was superior to the fourth cluster (0.244) in the silhouette index. Thus, there were three poverty clusters - low, medium, and high - that were used in the model. The best model was created using the grid search cross-validation, while the best prediction results were created using the RF algorithm, with the following parameters: n-estimator = 50, max depth = 10, min samples split = 2, and min samples leaf = 1. The mean squared error (MSE) of the RF model’s predictions was 0.002617, or satisfactory precision.
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INTRODUCTION

One of the fundamental issues in every nation is poverty. Poverty has negative effects on people, society, and the economy as a whole, endangering lives and providing an unstable and unsafe environment. Poverty and crime have a strong link (Lilik et al. 2023). Inequalities in social and economic conditions brought on by poverty also limit access to vital resources, such as healthcare, employment, and education (Knifton & Inglis 2020).
North Sumatra is one of the provinces in Indonesia with various challenges related to poverty. Based on the poverty data released by the Central Bureau of Statistics (BPS 1967), North Sumatra is the 4th province with the largest number of people living below the poverty line in Indonesia in the second semester of 2022. However, it was improving in the first semester of 2023, placing in the 5th place in Indonesia. Although it was slightly improved, North Sumatra’s poverty issue remains a critical one that requires in-depth analysis and solution. There are many locations in North Sumatra where it is difficult to access adequate education and healthcare, moreover, it is combined with the high unemployment rates. Some other factors affecting poverty are the human development index, the average duration of schooling, minimum earnings, unemployment, life expectancy, and per capita spending (Pratama 2015).

Developing an effective plan to combat poverty in North Sumatra requires in-depth information. One strategy is to use machine learning (ML) to map and forecast poverty levels in North Sumatra’s cities and regencies. Poverty mapping gathers the geographic distribution of poverty, allowing for more effective and targeted poverty reduction efforts. On the other hand, poverty prediction gathers more detailed data, in the form of a poverty model, to carry out proper preventive measures or interventions. Grouping district/city poverty levels into different categories, such as high, medium, and low poverty areas, allows the government to appropriately plan and execute poverty eradication plans based on those categories. Meanwhile, poverty prediction is required to monitor how effective the eradication is in reducing the poverty index.

In North Sumatra, the clustering process facilitates the identification of socioeconomic and spatial patterns. Classifying and clustering areas according to their relevant shared traits can be done to understand the patterns of poverty, the relationship between certain causes of poverty, and the distribution of poverty at the regional level (Han 2022). The primary reasons that lead to poverty in each group can be determined by grouping regions based on shared social and economic characteristics (Ade et al. 2022; Lipesa et al. 2023).

Creating algorithms and computer models to learn from data is the focus of the artificial intelligence discipline of ML. ML can be characterized as computer programs and mathematical formulas that are used to learn from data and make future predictions (Nichols, Chan & Baker 2019). There are two types of learning processes in this approach, supervised and unsupervised learning. Supervised learning uses data that has been tagged by the human developer or has human involvement in the data (Taye 2023). Regression analysis, neural networks, random forest (RF), and support vector machines (SVM) are among the algorithms in supervised learning. Unsupervised learning employs algorithms to evaluate and uncover patterns in data without any human involvement (Watson 2023). K-means, Density-Based Spatial Clustering of Applications with Noise (DBSCAN), and Hierarchical Clustering are some algorithms in unsupervised learning, particularly for clustering. Both supervised and unsupervised learning will be applied in this study. A method known as RF regression was used to forecast poverty. The K-Means clustering approach was employed in the interim for poverty mapping.

RF was first introduced by Leo Breiman (Breiman 2001). It is a supervised algorithm that uses ensemble learning methods for regression and classification. The ensemble learning method combines several ML algorithms to make accurate predictions (Schonlau & Zou 2020). The RF works in two phases. The first phase involves combining a few N decision trees to create an RF. Then, the second phase is to make predictions for each tree made in the first phase. Consequently, the RF algorithm consists of many decision trees, and the forest is built using an algorithm that is trained through bagging and bootstrap aggregation (Kullarni & Sinha 2013). This algorithm is suitable to learn from a small sample and it has a realistic hypothetical space (Ao et al. 2019). Moreover, it is more resistant to outlier data, performs well on non-linear data, has a lower risk of overfitting, operates effectively on big data sets, and has better accuracy than other supervised algorithms (He et al. 2018). These factors should suit the requirement to forecast poverty.

Arranging data into a limited number of groups with shared characteristics is known as clustering (Omran, Engelbrecht & Salman 2007). Creating clustering algorithms involves a variety of techniques. Clustering using a partition and clustering using a hierarchy are the two basic approaches (Pitafi, Anwar & Sharif 2023). K-Means is a non-hierarchical clustering technique that uses centroid-based grouping. The K-means algorithm separates an unlabeled dataset into a few K-clusters and then continues the process until the algorithm is unable to identify the optimal cluster. In particular, large-scale data containing outliers can be grouped effectively and accurately using the K-Means algorithm (Kaushik & Mathur 2014; Nowak-Brzezinska & Gabiei 2022). The K-Means algorithm’s ability to quickly converge...
with each iteration is one of its benefits (Pérez-Ortega, Almanza-Ortega & Romero 2018). Therefore, the K-Means algorithm was selected to do poverty mapping in North Sumatra.

MATERIALS AND METHODS

DATA AND VARIABLES
The data of several poverty indicators (Table 1) in North Sumatra from January to December 2022 were gathered from the Central Statistics Agency (www.bps.sumut.go.id) (BPS 1967). The data consists of 9 variables related to 33 districts in North Sumatra (Anggi, Rulyanti & Muhammad Faisal 2021; Pratama 2015).

K-MEANS CLUSTERING
K-Means clustering is a commonly used algorithm for information retrieval, computer vision, and pattern recognition. With K-Means grouping, n-object points are divided into k-clusters so multiple objects with similar features are grouped. The process is repeated until a cluster is created with the center of mass (centroid) being closest to other points (Shukla 2014). Large-scale datasets can be effectively managed by the K-Means technique as it is typically effective in handling datasets with several dimensions. The K-means algorithm frequently reaches quick convergence (Ikotun et al. 2023). Data that share similar features are grouped into one cluster while data that differ from one cluster due to those differences are associated with other clusters (Ade, Harun & Gigin 2018). As a result, the data within a cluster have little variance (Figure 1).

TABLE 1. Collected poverty data and its scale

<table>
<thead>
<tr>
<th>No</th>
<th>Variables</th>
<th>Unit</th>
<th>Scale</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Number of Poor Population by Regency/City</td>
<td>Thousand Souls</td>
<td>Interval</td>
</tr>
<tr>
<td>2</td>
<td>Poor Population Percentage by District/City</td>
<td>Percent</td>
<td>Interval</td>
</tr>
<tr>
<td>3</td>
<td>Poverty Depth Index (P1) by Regency/City</td>
<td></td>
<td>Interval</td>
</tr>
<tr>
<td>4</td>
<td>Poverty Severity Index (P2) by District/City</td>
<td></td>
<td>Interval</td>
</tr>
<tr>
<td>5</td>
<td>Expenditures per Capita (Adjusted)</td>
<td>Thousand Rupiah</td>
<td>Interval</td>
</tr>
<tr>
<td>6</td>
<td>Average Length of School</td>
<td>Years</td>
<td>Interval</td>
</tr>
<tr>
<td>7</td>
<td>Life expectancy</td>
<td>Years</td>
<td>Interval</td>
</tr>
</tbody>
</table>

FIGURE 1. The K-means clustering algorithm’s operation
Figure 1 shows how the K-Means clustering algorithm functions. The stages for clustering using the K-Means approach are as follows (Tri & Titi 2022):

1) The value of k or the required number of clusters is established

2) The beginning of each cluster is established

3) The separation between each input data and each centroid is calculated using the Euclidean Distance formula until the closest distance to each data from the centroid is found:

\[ D(x, y) = \sqrt{(x_1 - y_1)^2 + (x_2 - y_2)^2 + \cdots + (x_n - y_n)^2} \]  

where D is the distance; x and y is the data

4) The information is sorted according to how near it is to the centroid

5) The cluster center is updated to reflect the most recent cluster members. The average value of all the data objects in each cluster is known as the cluster center

6) Each object’s calculation is updated to use the updated centroid. The clustering procedure is finished if the centroid remains constant. If the centroid keeps shifting, the process is repeated from step 3 until it stops

**SILHOUETTE VALIDITY INDEX**

The silhouette validity index is a statistical metric to narrow down the difficulty of figuring out how many clusters are ideal (Rousseeuw 1987). It produces a graph to show the effectiveness of each object position in a cluster, assuming that the data has been divided into clusters. If \( a(i) \) is the average object distance between each object and all other objects in the same cluster and \( b(i) \) is the average minimum object distance between each object and all other objects in the cluster that are not members of the cluster, then, the following equation can express the silhouette validity index (Nicolaus, Ivy & Hendra 2016):

\[ S(i) = \frac{b(i) - a(i)}{\text{Max}(a(i), b(i))} \]  

where

\[ S(i) = \begin{cases} 
1 - \frac{a(i)}{b(i)}, & \text{if } a(i) < b(i) \\ 
0, & \text{if } a(i) = b(i) \\ 
\frac{b(i)}{a(i)} - 1, & \text{if } a(i) > b(i) 
\end{cases} \]  

(3)

The average \( S(i) \) of all the objects in a cluster shows the similarity of the objects to others and how successfully the objects have been grouped. The grouping is better the closer \( S(i) \) is to 1 and poorer the closer \( S(i) \) is to -1. If there is just one cluster with a single object as the member, the average value of \( S(i) \) will be 0. The optimal number of k-clusters is an estimate of the k value that maximizes the average value of \( S(i) \) (Rousseeuw 1987). Additionally, the silhouette index is categorized into four groups (Kaufman & Rousseeuw 1990):

a. \( 0.7 < IS \leq 1 \) strong structure

b. \( 0.5 < IS \leq 0.7 \) medium structure

c. \( 0.25 < IS \leq 0.5 \) weak structure

d. \( IS \leq 0.25 \) strong structure

**RANDOM FOREST**

The Random Forest method was employed in this study to forecast poverty in North Sumatra. RF is resistant to data anomalies, has better accuracy, resistant to overfitting, and performs well with non-linear data compared to other algorithms (Liu et al. 2021). The RF algorithm comprises two stages. Several N decision trees are combined in the initial stage to construct a random forest. As shown in Figure 2, the second phase entails making predictions for each tree created in the first phase.

The following steps can be used to explain how the RF algorithm functions (Breiman 2001; Schonlau & Zou 2020).

1) A random sample is chosen by the algorithm from the supplied dataset

2) A decision tree is created for each sample that was chosen. Next, each decision tree that was created will yield its forecast findings
3) A voting procedure is used for each predicted outcome. The mean is used for regression problems and the mode is used for classification problems.

4) The algorithm will select the final forecast based on the one with the most support.

**GRID SEARCH CROSS-VALIDATION**

An ML technique called grid search cross-validation is used to select the best set of models and hyperparameters. Hyperparameter tuning, or the search for suitable hyperparameter values, is the goal of grid search cross-validation which aims to enhance the performance of ML models (Reliusman, Didi & Joko 2022). K-fold cross-validation is a technique used in grid search cross-validation to assess model performance and adjust hyperparameters more precisely. Grid search cross-validation is used to identify the best combinations of hyperparameters, while k-fold cross-validation is used to assess the model’s performance on new data and prevent overfitting.

K-fold cross-validation is a statistical technique to assess the performance of a developed model or algorithm. The evaluation procedure is started by splitting the dataset into training and validation data. The model is then trained using the training data and validated using k-fold validation data (Yunendah et al. 2022). Each stage in the k-fold cross-validation scenario is described as the following:

1. The dataset is divided into k-equal-sized subsets or folds.
2. If $i = 1, 2, ..., k$, then for each subset:
   a. Subset $i$ is used as test data.
   b. Subgroups were assembled further with training data.
   c. The training data is used to train the model.
   d. The model’s assessment score is calculated based on subset $i$.
   e. The k subgroups’ average evaluation score is determined after that.

The k-fold cross-validation can be utilized to get around small datasets. The accuracy of ML algorithms is significantly impacted by the amount of supplied data. The ML technique may produce unreliable prediction results if there are fewer than 100 occurrences of data and it is advised to utilize more than 1000 instances to increase the prediction’s accuracy (Alpayidin 2004; Sena 2018). Although $k = 10$ has been utilized in several experiments, adopting $k = 5$ is preferable since it can shorten calculation times without compromising the model’s performance (Marcot & Hanea 2021).

**FIGURE 2. The working process of the RF algorithm**
RESULTS AND DISCUSSION

The acquired data was whole without any missing values, indicating that the data cleaning procedure was not performed. Some variables have different units of measurement, so a normalization process was necessary to reduce data redundancy (repetition) and normalize information for improved data workflow (Singh & Singh 2022).

Jupyter Notebook was used to build the poverty mapping ML model, with Pandas library for data loading, scikit-learn for normalization, data splitting, and prediction processes, and Seaborn and Matplotlib pyplot for data visualization.

K-Means Clustering for Mapping

North Sumatra province is located between 10° – 40°N, and 98° – 100°E. Its territory is bordered by Aceh province and the Sumatra Strait at the north, West Sumatra and Riau provinces to the west, and Sumatra Strait on the east. North Sumatra Province has 25 regencies, 8 cities, 325 sub-districts, and 5,456 sub-districts and villages. It is one of the provinces with a lower average poverty rate compared to the national average in Indonesia, (8.63% to 9.22% Indonesia average) and the poverty rate fluctuated in numbers and percentages during the 2012–2020 period.

Table 2 shows that the average number of poor people in North Sumatra was 47,0275.58 thousand ± 6,305.26, which was more than the national average number (26,500 thousand souls). Meanwhile, the average percentage of poor people in North Sumatra was 10.32%, the P1 was 1.44, and the P2 was 0.33. The adjusted average per capita expenditure in North Sumatra was 10,716.09 thousand rupiah and it was lower than the national average of 11,480 thousand rupiah. Meanwhile, the average length of schooling in North Sumatra was 9.29 years, higher than the national average of 8.69 years. Lastly, the life expectancy of North Sumatra was 69.53 and it was also higher than the national average life expectancy of 68.25.

The data are extremely homogeneous (Figure 4). This is because the data uses different measurement units and there are outliers in several variables. Therefore, proper data handling is required to produce a more accurate analysis. Normalization is a data management technique for data preparation. This method aids in scaling up the values of numerical fields in datasets for ML and data mining. The minimum-maximum normalization formula (Peshawa Jamal & Rezhna 2014) was used as the normalization. Figure 5 illustrates how the distribution of the data seems more uniform after normalization.

After data normalization, the K-Means algorithm was used to evaluate the data via clustering. To determine the ideal cluster number to reflect poverty in North Sumatra, the elbow diagram was created from the analysis’s findings. The elbow diagram showed a
declined value in clusters 3 and 4 (Figure 6). This showed that if more than three or four clusters are created, little information may be produced. When using the K-means approach, the elbow diagram is a supporting technique to choose the best K-value. This approach concentrates on the variance percentage as a function of the cluster count. The K-values will be examined one at a time and the SSE (sum square error) value will be noted, to determine the ideal K-value (Syakur et al. 2018).

---

**TABLE 2. Poverty data in North Sumatra from January to December 2022**

<table>
<thead>
<tr>
<th>Variables</th>
<th>Mean</th>
<th>Standard Deviation</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Poor Population by Regency/City (Thousand Souls)</td>
<td>470,275.58</td>
<td>63,052.26</td>
<td>350,452</td>
<td>631,886</td>
</tr>
<tr>
<td>Percentage of Poor Population by District/City (Percent)</td>
<td>10.32</td>
<td>4.45</td>
<td>4</td>
<td>25</td>
</tr>
<tr>
<td>Poverty Depth Index (P1) by Regency/City</td>
<td>1.44</td>
<td>0.82</td>
<td>0</td>
<td>5</td>
</tr>
<tr>
<td>Poverty Severity Index (P2) by District/City</td>
<td>0.33</td>
<td>0.24</td>
<td>0</td>
<td>1</td>
</tr>
<tr>
<td>Expenditures per Capita Adjusted (Thousand Rupiah)</td>
<td>10716.09</td>
<td>2092.46</td>
<td>6152</td>
<td>15503</td>
</tr>
<tr>
<td>Average School Length (Years)</td>
<td>9.29</td>
<td>1.37</td>
<td>6</td>
<td>12</td>
</tr>
<tr>
<td>Life Expectancy (Years)</td>
<td>69.53</td>
<td>2.51</td>
<td>63</td>
<td>74</td>
</tr>
</tbody>
</table>

---

**FIGURE 4. Poverty data in North Sumatra before normalization**
The silhouette index was employed to assess how many ideal clusters are utilized in the formation of clusters. Table 2 shows that there is little difference between the silhouette index values in the third and fourth clusters. The inertia value has also decreased, although not significantly. It was considered that three clusters are the ideal number.
Figure 7 illustrated the formation of three clusters; 0, 1, and 2. The five districts or cities that included in Cluster 0 were Gunungsitoli, Nias, South Nias, Nias Barat, and Nias Utara. While cluster 1 consisted of 18 regencies or cities: Mandailing Natal, Pakpak Bharat, Tapanuli Selatan, Padang Lawas, Padang Lawas Utara, Asahan, Batubara, Dairi, Humbang Hasundutan, Labuhan Batu, Langkat, Labuhan Batu Selatan, Simalungun, Samosir, Batubara, Tapanuli Tengah, Serdang Bedagai, and Tanjung Balai. Medan, Tebing Tinggi, Karo, Binjai, Sibolga, Toba Samosir, Deli Serdang, Padang Sidempuan, Pematang Siantar, and Labuhan Batu Utara were the ten urban districts categorized in Cluster 2.
Random forest prediction

Apart from the poverty severity index variable, which was utilized as the dependent variable, all variables used for mapping were used as the independent variables to predict poverty in North Sumatra. For forecasting, the previously normalized data from the mapping process was used. The cross-validation method was then used to divide the data into two halves. Data splitting was used to understand how well the model in generalizing the data. Additionally, data splitting supports better model parameters and hyperparameters management. The model will detect potential issues or unexpected patterns not showing up in the training data by being tested on data that has not yet been known via training (Syakur et al. 2018). In contrast, cross-validation is a statistical technique that divides the data into two subsets, learning process data, and validation data, that can be used to assess the effectiveness of a model or algorithm. In addition, the size of the dataset can be used to determine the type of cross-validation. The reason cross-validation K-fold is frequently employed is that it can shorten computation times while retaining estimation accuracy (Berrar 2018). In this study, the k-fold was k = 5, because it can reduce computing time without reducing model performance (Marcot & Hanea 2021).

Grid search cross-validation was used in this study’s simulations. By testing and evaluating each combination of models and hyperparameters separately, the grid search cross-validation method offers a way to choose the best combinations. The objective was to identify the combination with the highest model performance and can be used as a prediction model. The grid search cross-validation technique is thorough in looking at all potential combinations of the predefined parameters. Grid search also has a relatively straightforward and repeatable notion, which means that both its processes and outcomes can be repeated. For each parameter, a combination of various values is used to run the simulation. The variables under test are:

The best model was produced from the simulations run with the following parameters: n-estimator = 50, max-depth = 10, min-samples split = 2, and min-samples leaf = 1. These factors led to MSE and RMSE values of 0.002617 and 0.1563, respectively. Even though no reference source states the best RMSE value, a close to zero RMSE value shows that the model has good performance because it will produce a small error (Chai & Draxler 2022). The RMSE number is deemed favorable if it is less than the two standard deviation values of model and observation (Liemohn et al. 2021).

P1, Percentage of poor population by district or city, adjusted expenditures per capita, average length of study, life expectancy, and the poverty line by district or city were the factors with the biggest impact on poverty level in North Sumatra (Figure 8). According to studies (Muhammad & Indah 2023; Spada, Fiore & Galati 2023), access to high-quality education can have a significant impact on economic opportunities and the likelihood to break the cycle of poverty. People with less education tend to have fewer job opportunities and lower incomes. Population growth has been shown to have a positive impact on poverty. The degree of poverty in a society is greatly impacted by income. Several other factors frequently interact with the complex relationship between income and poverty. Access to essentials including food, housing, healthcare, education, and sanitation is improved with higher salaries. It can be challenging for individuals or families to meet these demands when their income is insufficient, which can lead to subpar living conditions (The World Bank 2022).

TABLE 4. Tested parameters in grid search cross-validation

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>n-estimators</td>
<td>50, 100, 200</td>
</tr>
<tr>
<td>Max-depth</td>
<td>10, 20, 30</td>
</tr>
<tr>
<td>Min-samples split</td>
<td>2, 5, 10</td>
</tr>
<tr>
<td>Min-samples leaf</td>
<td>1, 2, 4</td>
</tr>
</tbody>
</table>
The distribution of poverty in 33 urban areas in North Sumatra was predicted in Figure 9. The result suggested that the RF algorithm-based prediction model is capable of accurately predicting poverty in almost all urban areas. In Nias Barat and Nias Utara, there was a large discrepancy between the actual and expected numbers. Bias can be decreased by using the RF algorithm in conjunction with the splitting grid search cross-validation technique. Following the findings of the study in Hao, Luo and Pan (2022), it was claimed that the RF algorithm could deliver experimental results with good performance and create a promising predictive model.

It is also clear why the city or district of Binjai had the lowest percentage of poor population, while Nias Utara and Nias Barat have the largest. Cities and districts on Nias Island generally have greater poverty
rates than other districts. The classification results also demonstrated that all the Nias Islands’ regencies and cities belong to the same cluster and have higher than the national average poverty rates. According to research findings (Reliusman, Didi & Joko 2022), the poverty levels in different Nias Island regions are comparable. In the Nias districts and cities, particularly in Nias Utara, Nias Barat, and Nias Selatan, there is a spatial influence of poverty between regions. Therefore, it is important to focus on the provincial and local government’s efforts in combating poverty in urban districts that are included in cluster 0.

**CONCLUSION**

Using the K-Means algorithm, the North Sumatra poverty map identified three clusters based on the poverty indices. While the prediction model used the splitting grid search cross-validation algorithm and the random forest algorithm. The settings n-estimator = 50, max depth = 10, min samples split = 2, and min samples leaf = 1 enable the simulation to generate the optimal model. The model’s accuracy had MSE and RMSE values of 0.002617 and 0.1563, respectively. Based on the forecast, the district or city of Binjai had the fewest people living in poverty, while Nias Utara, followed by Nias Barat, had the greatest number.

**ACKNOWLEDGMENTS**

We would like to thank Universitas Negeri Medan for funding this study. Especially the rector, LPPM, the dean of FMIPA Universitas Negeri Medan, and the department head who have provided support and facilities for this series of studies.

**REFERENCES**


*Corresponding author; email: armita@unimed.ac.id*